The online information environment

Understanding how the internet shapes people’s engagement with scientific information
Foreword

It is arguably one of the most abundant resources of our age – never before has so much information been available to so many people.

Wherever access to the internet is possible, individuals can access entire libraries-worth of knowledge, decades of news reports, vaults-full of documents and records, speeches, images and videos; and, in the current pandemic, the genome sequence of a novel coronavirus and a torrent of research preprints released before peer review. Once it would take days for news to pass from town to town, but the last century saw a speeding up of information transmission, from the early growth of telephony through to the advent of the World Wide Web in the 1990s and the popularity of social media from the early 2010s. Digital technology has transformed our ability to be informed and to inform others.

But it is not just high-quality information that is being shared.

Inaccurate, misleading and completely false information is shared online in large volumes – both unintentionally by some and maliciously by others. Fictional stories end up being passed around as truth, conspiracies gain weight as they pass through the rumour mill and science becomes mangled beyond recognition.

Misinformation and fake news is not new (see the quote from George Eliot’s Middlemarch). Alongside this report, we are publishing two literature reviews looking at the spread of misinformation about water fluoridation and vaccination in the 20th century, well before the emergence of the modern information environment. What online technologies have changed, however, is the scale and speed of spread.

The Royal Society’s mission since it was established in 1660 has been to promote science for the benefit of humanity, and a major strand of that is to communicate accurately. But false information is interfering with that goal. It is accused of fuelling mistrust in vaccines, confusing discussions about tackling the climate crisis and influencing the debate about genetically modified crops.

Science stands on the edge of error. It is a process of dealing with uncertainties, prodding and testing received wisdom. Science challenges us to continually assess and revise our understanding of the world. What we believed 100 years ago has been replaced with new knowledge. Some people think science is absolute and when it corrects itself it is somehow not to be trusted or believed. We must work to help people recognise that the core ability to correct itself is a strength, not a weakness, of the scientific method. This ability requires the prioritisation of the best data and most trustworthy information, as well as a safe and healthy online information environment which allows robust and open scientific debate. Balancing these necessities is one of the key aims of this report.
Of course, this report can only consider part of a problem as broad and complicated as how to improve the quality of the information environment. Misinformation problems are in part irreducibly political and social in nature. In free and diverse societies we will always have some version of them. In this report we have focused on the part of this where the Royal Society, as the national academy of science, speaks with the greatest authority: on issues pertaining to how science is communicated online, and the technologies underpinning that.

Fact-checking is especially important, and this is an area where the scientific community can help. National academies and learned societies can react to new misinformation threats by quickly providing accurate summaries of what we know. To do this, better access to data is needed for researchers to identify topics of misinformation early in the process of amplification.

This, in itself, will not be enough to counteract the algorithmic amplification of polarising misinformation in an attention economy which incentivises the spread of sensational stories rather than sound understanding. Ultimately, we will need to see legislation which can address the incentives of business models that shape the algorithms determining the spread of content. Scientists will need to work with lawyers and economists to make sure that the particular sensitivities of scientific misinformation are considered when legislation is framed.

The scientific community has its own issues to address in this regard. The incentives for scientific publication and communication need careful consideration, to ensure that novelty isn’t overstated simply to grab attention. Open access has been a boon, but in an age of information overload we need tools to identify questionable publishers or platforms. Furthermore, scientists need to be clear and transparent about their own motivations and whether they are seeking to inform or seeking to persuade.

This report represents continuing development of, rather than a final chapter in, the Royal Society’s consideration of these issues. Further work going into more detail on some areas covered is planned. An example of this is the Society’s ambitious new programme, Reimagining science, which seeks to improve the narratives of science in society. Future work will also examine the role of digital technologies, and data access, in scientific research.

Professor Frank Kelly CBE FRS

“But oppositions have the illimitable range of objections at command, which need never stop short at the boundary of knowledge, but can draw forever on the vasts of ignorance. What the opposition in Middlemarch said about the New Hospital and its administration had certainly a great deal of echo in it, for heaven has taken care that everybody shall not be an originator…”

George Eliot, Middlemarch (1872)
Executive summary

The internet has transformed the way people consume, produce, and disseminate information about the world. In the online information environment, internet users can tailor unlimited content to their own needs and desires. This shift away from limited, gatekept, and pre-scheduled content has democratised access to knowledge and driven societal progress. The COVID-19 pandemic exemplifies this, with global researchers collaborating virtually across borders to mitigate the harms of the disease and vaccinate populations.

The unlimited volume of content, however, means that capturing attention in the online information environment is difficult and highly competitive. This heightened competition for attention presents a challenge for those who wish to communicate trustworthy information to help guide important decisions. The poor navigation or, even, active exploitation of this environment by prominent public figures and political leaders has, on many occasions, led to detrimental advice being disseminated amongst the public. This challenge has caused significant concern with online ‘misinformation’ content being widely discussed as a factor which impacts democratic elections and incites violence. In recent years, misinformation has also been identified as a challenge in relation to a range of scientific topics, including vaccine safety, climate change, and the rollout of 5G technology.

The Royal Society’s mission is to promote excellence in science and support its use for the benefit of humanity. The consumption and production of online scientific information is, therefore, of great interest. This report, The online information environment, provides an overview of how the internet has changed, and continues to change, the way society engages with scientific information, and how it may be affecting people’s decision-making behaviour – from taking up vaccines to responding to evidence on climate change. It highlights key challenges for creating a healthy online information environment and makes a series of recommendations for policymakers, academics, and online platforms.

These recommendations, when taken together, are intended to help build collective resilience to harmful misinformation content and ensure access to high quality information on both public and private forums.

The report has been guided by a working group of leading experts in this field and informed by a series of activities commissioned by the Royal Society. Firstly, literature reviews were commissioned on historical examples of scientific misinformation; the evidence surrounding echo chambers, filter bubbles, and polarisation; and the effects of information on individuals and groups. Secondly, the Society hosted various workshops and roundtables with prominent academics, fact-checking organisations, and online platforms. Finally, two surveys were commissioned – the first on people’s attitudes and behaviours towards online scientific misinformation and the second on people’s ability to detect deepfake video content.
The chapters of the report are focused on understanding and explaining essential aspects of the online information environment. They explore a broad range of topics including the ways our minds process information and how this is impacted by accessing information online; how information is generated in a digital context and the role of incentives for content production; and types of synthetic online content and their potential uses, both benign and malicious. However, there are important areas that are not covered in this report, outlined in box 1, which are part of the wider questions around trust in science, in the internet and in institutions. These include the role of traditional science communicators and the wider research community in enabling access to trustworthy information; the issue of online anonymity; and the impact that the online information environment can have on democracy and political events (e.g., elections).

Within this report, ‘scientific misinformation’ is defined as information which is presented as factually true but directly counters, or is refuted by, established scientific consensus. This usage includes concepts such as ‘disinformation’ which relates to the deliberate sharing of misinformation content.

**Key findings**

- Although misinformation content is prevalent online, the extent of its impact is questionable. For example, the Society’s survey of members of the British public found that the vast majority of respondents believe the COVID-19 vaccines are safe, that human activity is responsible for climate change, and that 5G technology is not harmful. The majority believe the internet has improved the public’s understanding of science, report that they are likely to fact-check suspicious scientific claims they read online and state that they feel confident to challenge their friends and family on scientific misinformation.

- The existence of echo chambers (where people encounter information that reinforces their own beliefs, online and offline) is less widespread than may be commonly assumed and there is little evidence to support the filter bubble hypothesis (where algorithms cause people to only encounter information that reinforces their own beliefs).

---

1. Cabrera Lalinde I. 2021 How misinformation affected the perception of vaccines in the 20th century based on the examples of polio, pertussis and MMR vaccines. The Royal Society. See https://royalsociety.org/topics-policy/projects/online-information-environment

2. 85% consider the Pfizer-BioNTech vaccine to be safe. AstraZeneca = 80%, Moderna = 74%. 4-5% believe the vaccines are ‘not at all safe’. Royal Society / YouGov, July 2021.


Uncertainty is a core aspect of scientific method, but significant dispute amongst experts can spill over to the wider public.\(^5\) This can be particularly challenging when this uncertainty is prolonged, and the topic has no clear authority. This gap between uncertainty and certainty creates information ‘deserts’ online with platforms being unable to clearly guide users to trustworthy sources.\(^6\) For example, during the COVID-19 pandemic, organisations such as the World Health Organization and the National Health Service were able to act as authoritative voices online. However, with topics such as 5G telecommunications, it has been more difficult for platforms to quickly identify trustworthy sources of evidence and advice.

The concept of a single ‘anti-vax’ movement is misleading and does not represent the range of different reasons for why some people are reluctant to be vaccinated.\(^7\) Those with anti-vaccination sentiments can have distinct concerns including child safety, or act not out of scepticism about the evidence, but out of distrust of governments. In addition, there are various actors involved in creating and spreading anti-vaccination material. These include political actors, particularly when a relevant event (eg a pandemic) is dominating the news cycle.\(^8,\,9\)

Technology can play an important though limited role in addressing misinformation content online. In particular, it can be useful in areas such as rapid detection of harmful misinformation content. Provenance enhancing technology, which provides information on the origins of online content and how it may have been altered, shows promise and will become increasingly important as misinformation content grows more sophisticated. Even now, expertly manipulated content appears to be difficult to detect. Survey experiments conducted for this report indicates that most people struggle to identify deepfake video content even when prompted.\(^10\)

Incentives for content production and consumption are the most significant factor to consider when evaluating the online information environment. These incentives can occur on a macro and micro level (affecting both platforms and individual users) and have been described in this report as content which exists for public benefit (eg helping others) or private benefit (eg generating financial profit). Understanding how to mitigate the role of these incentives in the spread of misinformation content requires further consideration on the economic and legal aspects of the online information environment.

---

\(^5\) Royal Society roundtable on Telecommunications and Misinformation, November 2020.
\(^6\) Royal Society roundtable with Major Technology Organisations, March 2021.
\(^7\) Royal Society workshop on Vaccines and Misinformation, July 2020.
\(^8\) Royal Society workshop on Horizon Scanning and Scientific Misinformation, March 2021.
\(^10\) Royal Society roundtable with Major Technology Organisations, March 2021.
Recommendations

AREA FOR ACTION: PROTECTING ONLINE SAFETY

RECOMMENDATION 1
As part of its online harms strategy, the UK Government must combat misinformation which risk societal harm as well as personalised harm, especially when it comes to a healthy environment for scientific communication.

When considering the potential damage caused by unchecked scientific misinformation online, the framing of ‘harm’, adopted by the UK Government, has focused primarily on harm caused to individuals rather than society as a whole. For example, this limitation risks excluding misinformation about climate change. While the commissioned YouGov survey suggests that levels of climate change denialism in the UK are very low, there is evidence to suggest that misinformation encouraging climate ‘inactivism’ is on the rise.

The consequences of societally harmful misinformation, including its influence on decision-makers and public support for necessary policy changes, could feasibly contribute to physical or psychological harm to individuals in future (eg through failure to mitigate climate catastrophe).

This view is complemented by our YouGov survey which suggests that the public are more likely to consider misinformation about climate change to be harmful than misinformation about 5G technology (a subject which has been significantly cited within discussions on online harms).

There needs to be a recognition that misinformation which affects group societal interests can cause individual harm, especially to infants and future generations who do not have a voice. We recommend that the impact of societal harms on current and future generations, such as misinformation about climate change, is given serious consideration within the UK Government’s strategy to combat online harms.

13. 5% do not believe human activity is responsible for climate change. Royal Society / YouGov, July 2021.
16. 83% consider misinformation about climate change to be harmful, 67% consider misinformation about 5G technology to be harmful. Royal Society / YouGov, July 2021
RECOMMENDATION 2

Governments and social media platforms should not rely on content removal as a solution to online scientific misinformation.

Society benefits from honest and open discussion on the veracity of scientific claims\(^\text{21}\). These discussions are an important part of the scientific process and should be protected. When these discussions risk causing harm to individuals or wider society, it is right to seek measures which can mitigate against this. This has often led to calls for online platforms to remove content and ban accounts\(^\text{22, 23, 24}\). However, whilst this approach may be effective and essential for illegal content (eg hate speech, terrorist content, child sexual abuse material) there is little evidence to support the effectiveness of this approach for scientific misinformation, and approaches to addressing the amplification of misinformation may be more effective.

In addition, demonstrating a causal link between online misinformation and offline harm is difficult to achieve\(^\text{25, 26}\), and there is a risk that content removal may cause more harm than good by driving misinformation content (and people who may act upon it) towards harder-to-address corners of the internet\(^\text{27}\).

Deciding what is and is not scientific misinformation is highly resource intensive\(^\text{28}\) and not always immediately possible to achieve as some scientific topics lack consensus\(^\text{29}\) or a trusted authority for platforms to seek advice from\(^\text{30}\). What may be feasible and affordable for established social media platforms may be impractical or prohibitively expensive for emerging platforms which experience similar levels of engagement (eg views, uploads, users)\(^\text{31}\).

---

31. Ibid.
Furthermore, removing content may exacerbate feelings of distrust and be exploited by others to promote misinformation content\textsuperscript{32, 33, 34}.

Finally, misinformation sometimes comes from domestic political actors, civil society groups, or individual citizens who may, in good faith, believe in the content they are spreading, even if it may be harmful to others. It is clear that they may well regard direct action against their expression as outright censorship\textsuperscript{35, 36}.

Allowing content to remain on platforms with mitigations to manage its impact may be a more effective approach to prioritise. Examples of mitigations include demonetising content (e.g., by disabling ads on misinformation content); focusing on reducing amplification of those messages by preventing viral spread\textsuperscript{37} or regulating the use of algorithmic recommender systems\textsuperscript{38}, and annotating content with fact-check labels (see Recommendation 3).

These mechanisms would allow for open and informed discussions on scientific topics whilst acknowledging or addressing any controversies associated with the content.

As this report highlights, the online information environment has provided major benefits for collective scientific understanding by enabling the free exchange of knowledge amongst industry, academia, and members of the wider population. The Royal Society has long believed that the scientific community has a duty to communicate with the public in order to help people make informed decisions about their lives\textsuperscript{39}. Removing content and driving users away from platforms which engage with scientific authorities risks making this harder, not easier, to achieve. A more nuanced, sustainable, and focused approach towards misinformation is needed.


37. See Chapter 3 — tools and approaches for countering misinformation.


RECOMMENDATION 3

To support the UK’s nascent fact-checking sector, programmes which foster independence and financial sustainability are necessary. To help address complex scientific misinformation content and ‘information deserts’, fact checkers could highlight areas of growing scepticism or dispute, for deeper consideration by organisations with strong records in carrying out evidence reviews, such as the UK’s national academies and learned societies.

In response to the challenge of misinformation, a number of major online platforms have partnered with independent fact-checkers, certified by the International Fact-Checking Network (IFCN)40, to help them identify and address misleading content41. Google and Facebook have themselves invested in independent fact-checking42, 43. As such, fact-checkers – and wider misinformation organisations who also partner with major platforms – have become a vital part of the infrastructure which ensures a healthy online information environment. Although fact-checkers have traditionally been affiliated with traditional media companies, this association is attenuating with a number of independent, dedicated fact-checking organisations being set up44. There are now estimated to be 290 fact-checking organisations across the world, with 40% of them based in Europe and North America45.

A key challenge facing organisations working in the fact-checking sector is sustainable funding46. Many are SMEs or NGOs47. According to a 2016 Reuters Institute survey of European fact-checking organisations, more than half reported an annual expenditure of less than $50,000 and just over one quarter reported an annual expenditure of more than $100,00048.

40. IFCN-certified fact-checkers sign up to a Code of Principles (eg a commitment to transparency).
47. Ibid.
A 2020 survey by the International Fact-Checking Network (IFCN) found that 43% of respondents said their main source of income was Facebook’s Third Party Fact-Checking Program. 42% reported their income comes from donations, memberships, or grants.

Providing users with tools to safely navigate the online information environment will be essential to combat harmful scientific misinformation. A survey conducted by YouGov for this report suggests there is already an appetite to fact-check information with the majority of respondents reporting that they would fact-check a suspicious or surprising scientific claim they read online.

The important role of fact-checkers is also recognised in the UK Government’s Online Media Literacy Strategy. These organisations generally provide a simple mechanism for users to verify the validity of claims made online and play an important role in informing content-moderation decisions. They provide a public benefit, form a core part of anti-misinformation initiatives, and should be supported.

Should the financial viability of organisations in this nascent sector collapse, it could have detrimental effects for the health of the online information environment. As impartiality and financial independence is critical to trust in these organisations, their options for funding are limited. Philanthropic foundations and other grant funders are likely to continue to be necessary in the short to medium term. Platforms, funders and government need to consider sustainable models for long-term funding in this sector.

Furthermore, organisations with expertise in evidence synthesis (such as the UK’s national academies) have a role to play and should be engaging with fact-checking organisations to help provide clarity on complex scientific misinformation content where feasible. This could involve fact-checkers highlighting areas of growing scepticism or dispute as being in need of deeper consideration, in order to address the challenges associated with information deserts where there is no clearly recognised scientific authority.


50. Ibid.

51. 68% said they would be likely to fact-check a suspicious scientific claim they saw online. Royal Society / YouGov, July 2021.


RECOMMENDATION 4

Ofcom must consider interventions for countering misinformation beyond high-risk, high-reach social media platforms.

Under plans set out in the UK Government’s Draft Online Safety Bill, regulations will apply depending on the number of users and/or the type of functionalities which exist on an online platform54. Category 1 services, described as ‘high-risk, high-reach services’ will be expected to take action on content deemed to be legal but harmful55, which misinformation is likely to fall under56. These services will likely include mainstream social media platforms such as Facebook, YouTube, Twitter, and TikTok.

Given the size of these platforms, it is right for them to take appropriate action against harmful misinformation. However, many of these platforms are already taking steps to mitigate the effects of misinformation57 and it is not clear that focusing on these high-reach services alone is enough to reduce the effects of harmful misinformation. This focus risks excluding small platforms, with significantly lower reach, from higher scrutiny. Some of these smaller platforms host harmful content banned elsewhere, garnering hundreds of thousands of views58.

It is also unclear whether others, such as online retailers, will be expected to take action on harmful but legal content, despite there being examples of scientific misinformation content being promoted on their platforms59.

Only a minority of internet users believe in the most prominent examples of scientific misinformation60. It may well be the case that this minority of users consume harmful misinformation content on fringe online platforms. However, by prioritising mainstream social media platforms, there is a risk that Ofcom will lack the necessary authority and capacity to address misinformation which exists elsewhere in the online information environment. We recommend a careful consideration of which platforms to focus interventions on and advise Ofcom to include fringe online platforms within their focus.

57. See Chapter 2: ‘Policies adopted by major online platforms’.
58. The controversial COVID-19 ‘Ask the Experts’ which discourages the use of vaccines is available on BrandNewTube and has 376,000 views, BrandNewTube, accessed September 2021.
60. 4-5% do not believe the COVID-19 vaccines are safe and 5% do not believe humans activity is responsible for climate change. 5% believe 5G technology is very harmful to human health, however a further 10% believe it is fairly harmful to human health. Royal Society / YouGov, July 2021.
RECOMMENDATION 5

Online platforms and scientific authorities should consider designing interventions for countering misinformation on private messaging platforms.

As users shift away from conversations on open, public platforms in favour of closed, private forums,\textsuperscript{61, 62} it is likely to become more difficult to analyse the online information environment and design interventions to counter misinformation. This shift will require a re-analysis of society’s collective understanding of how information spreads online as lessons learned from public social media platforms are difficult to translate to private forums.\textsuperscript{63} Designing interventions which preserve end-to-end encryption is essential for ensuring the security and privacy of people’s conversations.\textsuperscript{64} It is therefore necessary to design interventions which do not require prior knowledge of a message’s content. Current examples of these include mechanisms to understand how messages spread\textsuperscript{65} or to limit the number of times they can be shared\textsuperscript{66}, an option to forward a message to a fact-checker\textsuperscript{67}, and the creation of official accounts for scientific authorities.\textsuperscript{68}

\textsuperscript{61}. Royal Society roundtable with Major Technology Organisations, March 2021.
RECOMMENDATION 5 (continued)

Provenance enhancing technologies also present a potential solution here (see Chapter 3)\(^{69}\). These technologies would work by providing users with information about the origins (provenance) of a piece of online content as well as details of any alterations made to it\(^{70}\). This could provide a tool to help users verify the validity of any text, images, or videos they receive on a private or public communications channel.

Assuming trends towards private messaging continue\(^{71}\), misinformation content is likely to become less visible to researchers, regulators, and the platforms themselves. This will therefore become an increasingly important area for those interested in fostering a healthy online information environment. Online platforms and scientific authorities need to consider this behaviour shift in information consumption and design interventions which can promote good quality information and mitigate any harmful effects from misinformation.

---


AREA FOR ACTION: ENABLING GREATER UNDERSTANDING OF THE ONLINE INFORMATION ENVIRONMENT

RECOMMENDATION 6

Social media platforms should establish ways to allow independent researchers access to data in a privacy compliant and secure manner.

Understanding the nature of information production and consumption is critical to ensuring society is prepared for future challenges which arise from the online information environment. Analysis of the rich datasets held by social media platforms can help decision-makers understand the extent of harmful online content, how influential it is, and who is producing it. It should also help enable transparent, independent assessments of the effectiveness of counter-misinformation interventions.

The open nature of some platforms (e.g., Twitter) makes independent research easier to undertake whilst the more restricted nature of other platforms (e.g., Facebook, YouTube, TikTok) makes this more difficult.

Designing a solution to this and ensuring access to useful data for researchers is highly complex with significant challenges related to privacy, usability, and computing power.

Attempts to do so, such as Social Science One, have faced criticism from funders and academics for delays and insufficient access.

Developing a safe and privacy preserving means for independent and impartial analysis, such as a trusted research environment, is an important challenge for Research Councils, Legal Deposit Libraries, and social media platforms to overcome. Social media platforms have ultimate control of this data and should commence, or continue, efforts to find ways to provide access for independent researchers in a secure and privacy compliant manner.

The Royal Society has an ongoing programme of work related to privacy-preserving data analysis and the role of technology in protecting data subjects and is exploring past attempts, existing barriers, and viable solutions to enable privacy-preserving analysis of data.

---

RECOMMENDATION 7

Focusing solely on the needs of current online platforms risks a repetition of existing problems, as new, underprepared, platforms emerge and gain popularity. To promote standards and guide start-ups, interested parties need to collaborate to develop examples of best practice for countering misinformation as well as datasets, tools, software libraries, and standardised benchmarks.

It is important to consider the health of the online information environment beyond the currently dominant online platforms. New platforms which grow quickly face a challenge of having to address large amounts of misinformation content without the benefit of years of experience.\(^{80}\) Focusing solely on the needs of current online platforms risks a repetition of the same problems as new, underprepared, platforms emerge and gain popularity.

A particular challenge is the lack of data new platforms will have access to, in order to train automated detection systems for misinformation content.\(^{81}\) There are already some encouraging examples of attempts to create datasets and machine learning models to assist with this problem. Researchers, policymakers, and platforms must work together to develop further similar initiatives. These should be developed and implemented in a secure, privacy-compliant manner, and published under open licenses, allowing reuse. To ensure high quality data input for machine learning models, the development of data assurance models should be encouraged.\(^{84}\)

Knowledge for how best to ensure a healthy online information environment exists within various fields of expertise, including computational sociology,\(^{85}\) open-source intelligence,\(^{86}\) library and information science,\(^{87}\) and media literacy.\(^{88}\) As such, calls for collaboration should encompass all interested parties who can usefully contribute to the development of best practice tools and guidance for future online platforms.

---

81. Ibid.
82. SFU Discourse Lab. MisInfoText. See https://github.com/sfu-discourse-lab/MisInfoText (accessed 4 November 2021).
AREA FOR ACTION: CREATING A HEALTHY AND TRUSTWORTHY ONLINE INFORMATION ENVIRONMENT

RECOMMENDATION 8

Governments and online platforms should implement policies that support healthy and sustainable media plurality.

Many news outlets are a key source of good quality and trusted information. The online information environment has provided, and continues to provide, an ecosystem which allows for increased media plurality with few barriers to entry. It is a feature which exposes users to a wide range of viewpoints and prevents a concentration of influence over public opinion. Reporting about science has also benefited from this plurality with new science and technology media outlets gaining significant online followings.

Moves to elevate or prioritise content from ‘trustworthy’ news outlets in social media feeds presents a risk to online media plurality, is likely to favour established, traditional media outlets over new media outlets, and would not necessarily reduce exposure to misinformation content.

Although strong arguments have been put forward for online platforms to determine the quality of news content, efforts to compare and rate the trustworthiness of different media outlets (eg with nutrition labels) have proven to be complex with some attempts attracting controversy.

---

94. Examples: IFLScience, Rest of World, UNILAD Tech.
99. ‘We were wrong’: US news rating tool boosts Mail Online trust ranking after talks with unnamed Daily Mail exec. PressGazette. 31 January 2019. See https://www.pressgazette.co.uk/we-were-wrong-us-news-rating-tool-boosts-mail-online-trust-ranking-after-talks-with-unnamed-daily-mail-exec/ (accessed 4 November 2021).
RECOMMENDATION 8 (continued)

Furthermore, unilateral decisions about how algorithms present news content in social media feeds and search engines can negatively impact the reach, traffic, and economic performance of both traditional and new media outlets\(^{101}\).

Governments and online platforms need to consider the impact of any future policies on media plurality and take action to ensure a sustainable future for public interest journalism\(^{102}\). Robust, diverse, independent news media and education (see Recommendation 9) together can make people more resilient in the face of any potentially harmful misinformation they come across.

---


RECOMMENDATION 9

The UK Government should invest in lifelong, nationwide, information literacy initiatives.

Ensuring that current and future populations can safely navigate the online information environment will require significant investment in digital information literacy, ensuring that people can effectively evaluate online content. In practice, this could include education on how to assess URLs, how to reverse image search, and how to identify a deepfake.

This education should not be limited to those in schools, colleges, and universities, but extended to all people of all ages. Older adults face a particular challenge with misinformation as they are more likely to be targeted and more likely to be susceptible than younger adults. These groups could be reached through public information campaigns, in workplaces, or on social media platforms. Current initiatives such as the UK Government’s ‘Don’t Feed the Beast’ campaign and the Check Before You Share toolkit should be assessed for their effectiveness and improved where necessary.

As the nature of the online information environment is likely to continue evolving over time with new platforms, technologies, actors, and techniques, it is important to consider information literacy as a life skill, supplemented with lifelong learning. These initiatives should be carefully tailored and designed to support people from a broad range of demographics.

There have been widespread calls for digital information literacy to form a core part of future strategies to ensure people can safely navigate the online information environment. Successful implementation of the UK Government’s Online Media Literacy Strategy is an important next step.


104. Ibid.


RECOMMENDATION 10

Academic journals and institutions should continue to work together to enable open access publishing of academic research.

The ability to easily share and find high quality information is one of the greatest benefits of the online information environment and likely explains why the majority of respondents to the Society’s survey believe the internet has improved the public’s understanding of science. In particular, the internet’s role in opening access to academic research, which would otherwise be locked within physical journals, can often be transformative for society’s collective understanding of the world.

Ensuring ease of access to academic research online helps promote more accurate verification of results, reduces duplication of work, and improves public trust in science. As strong supporters of open science, the Royal Society is currently working towards transitioning its own primary research journals to open access which will help maximise the dissemination and impact of high-quality scientific research.

The COVID-19 pandemic has further incentivised the need for open access publishing, and has demonstrated its benefits. These benefits can and should be realised for a broad range of societal problems, beyond the pandemic. Moves towards open access publishing are to be welcomed, and academic journals and institutions should work together to enable further open access publishing of academic research.

Novel aspects of open access research, such as the growing popularity of preprints or the use of citations as an indicator of quality, have been subject to debate in recent years. We note these concerns and encourage institutions to consider lessons learned for the next generation of academic publishing.

---

114. 61% believe the internet has made the public’s understanding of science better. Royal Society / YouGov, July 2021.
117. The Royal Society. 2021 The Royal Society sets 75% threshold to ‘flip’ its research journals to Open Access over the next five years. See https://royalsociety.org/news/202105/royal-society-open-access-plans/ (accessed 4 November 2021).
RECOMMENDATION 11

The frameworks governing electronic legal deposit should be reviewed and reformed to allow better access to archived digital content.

In 2013, the UK Government introduced new regulations that required digital publications to be systematically preserved as part of something known as legal deposit. Legal deposit has existed in English law since 1662 and obliges publishers to place at least one copy of everything they publish in the UK and Ireland – from books to music and maps – at a designated library.

Since it was extended to include digital media, the six designated legal deposit libraries in the UK have accumulated around 700 terabytes of archived web data as part of the UK Web Archive, growing by around 70TB every year. The libraries automatically collect – or crawl – UK websites at least once a year to gather a snapshot of what they contain, while some important websites such as news sites are collected daily. They also collect ebooks, electronic journals, videos, pdfs and social media posts – almost everything that is available in a digital format.

Access to this material is extremely limited. Due to the current legislative framework, historic pages for only around 19,000 or so websites can be accessed through the Web Archive’s online portal. These are sites where their creators have given explicit permission to allow open access to their content, however contacting every UK website in this way is almost impossible. For the rest, even though access is permitted, and the material is held digitally, researchers must travel to one of nine named sites in person. The framework also permits only one researcher to use a piece of material at any one time; an arbitrary limitation when it comes to digital access.

This framework for access is now out-of-date to how people access and use data, and severely limits the value that trustworthy libraries and archives are able to offer. Opening up the Web Archive would allow it to be mined at scale for high quality information using modern text analysis methods or artificial intelligence. It would enable researchers, businesses, journalists and anyone else with an interest to uncover trends or information hidden in web pages from the past. This will become increasingly important as the online information environment matures and vital source material is digitally archived (see Chapter 4).

The frameworks governing electronic legal deposit need to be reviewed and reformed to allow wider access. Such a review would need to consider the data held in these legal deposits that remains commercially valuable, such as newspaper archives. Rather than act as a barrier to access, systems such as micropayments – like those to authors of books borrowed from libraries already – could be applied to such material in order to support broader access.

The issues that this report touches on are broad and complex, and we acknowledge that many important issues have not been directly addressed here. These include the following questions and challenges for ongoing research.

- The history of science communication and public engagement with science has been through a long-term process of evolution and development.

  **How has the online information environment affected the behaviour and outputs of traditional science communicators?** (e.g. public service broadcasters, university press offices, individual researchers.)

- Issues such as vaccine hesitancy are complex phenomena, which may include questions of trust in science but also relate to historic relationships between institutions and society. Some mistrust may stem from the way that marginalised communities have been negatively affected by the actions of those institutions. There are deep questions relating to social justice that need to be addressed.

  **What role, if any, does the internet have in building, or damaging, trust amongst marginalised communities, in particular between those communities and public institutions?**

- The methods for delivering and presenting content to people using black-box algorithmic recommendation systems has been the focus of much attention in public discourse on internet regulation.

  **How significant a role do algorithmic recommendation systems play in amplifying harmful scientific misinformation content and how should they be regulated?**

- Scientific topics can often attract the attention of political elites (e.g. politicians, political commentators), particularly when the topic is dominating the news cycle. The politicisation of these topics has been identified as a factor which may contribute to public opinion becoming divided on scientific issues.

  **How do the actions of political elites affect the spread of online scientific misinformation and which groups are most vulnerable?**
• The ability to be anonymous online can sometimes be highly beneficial for people (eg for victims of domestic abuse, or those living under authoritarian regimes). However, it has also been under scrutiny in public discourse for its possible role in contributing to online abuse and the spread of misinformation content. **How significant a role do anonymous accounts play in the promotion of online scientific misinformation?**

• The ability to generate financial profit (eg through advertising revenue, public donations) plays a significant role in the production and dissemination of highly engaging and emotive online content. **How could the business models of online platforms be adapted to minimise financial incentives for producing and promoting scientific misinformation content?**

• The growing popularity of preprints has had significant benefits for the rapid dissemination of important research findings, especially during the COVID-19 pandemic. However, there have been questions over how the robustness of these findings have been communicated and understood. **How significant an effect, if any, is the rising popularity of preprints having on the spread of scientific misinformation?**

• Data held as part of the UK Web Archive can offer invaluable insights to researchers exploring changing patterns of behaviour towards information production and consumption. A limited amount of this can be accessed through the Web Archive’s online portal. Currently, researchers must travel to one of nine physical sites to gain limited access to the rest of this data. **How can researcher access to public national Web Archive data be improved?**

• Although a clear link can be made between the presence of online misinformation and harmful actions taken offline, evidencing a causal link and clearly defining ‘harm’ remains a challenge. **How best can researchers, regulators, and platforms evidence a causal link between online misinformation and offline harm? How should ‘harm’ in a regulatory context be defined?**
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The open access to knowledge enabled by the online information environment provides major benefits to both individuals and wider society. For scientists, the internet has reduced barriers to the publication of research outputs and allowed for greater scrutiny of results\textsuperscript{125}. This has helped accelerate the pace of scientific enquiry and significantly promoted all forms of innovation in society.

For general internet users, who require good information to guide behaviours and support balanced decision making, the online information environment provides access to a broad range of educational material. This includes access to educational resources on healthcare treatments, skills development, and current affairs which, in turn, minimises the need for people to visit a doctor\textsuperscript{126}, attend a formal educational institution\textsuperscript{127}, or purchase a physical newspaper\textsuperscript{128}. The potential societal benefits from this are reduced pressures on public services, a more skilled population, and a better-informed electorate.

**FIGURE 1**

Survey results for the question: Overall, how much better, or worse do you think that the internet has made the public’s understanding of science, or has it made no difference?

<table>
<thead>
<tr>
<th></th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Much better</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17%</td>
<td></td>
</tr>
<tr>
<td>A little better</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>44%</td>
</tr>
<tr>
<td>It’s made no difference</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A little worse</td>
<td>9%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Much worse</td>
<td>4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Don’t know</td>
<td>7%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Royal Society / YouGov, July 2021 (n=2,019)


The low to zero cost of publishing information on the internet, however, has led to a phenomenon known as ‘information overload’ with an overabundance of content competing for attention\(^\text{129}\). Within this attention-seeking content is information which may be misleading, inaccurate, or dangerous. Prominent examples of this include content which creates undue fear about vaccines, distrust in the integrity of elections, and divisions between communities. The influence of harmful online content has been pointed to as a possible contributing factor to acts of vandalism\(^\text{130}\), suicide\(^\text{131}\), and genocide\(^\text{132}\).

During the COVID-19 pandemic, both the best and worst qualities of the online information environment have been exposed. The ability to easily share data and research freely and quickly online, in addition to the use of remote working tools has enabled international collaboration on an unprecedented scale. A key example is the use of the online open-source repository, GitHub. During the pandemic, GitHub contributors have provided access to datasets, contact tracing apps, tracking tools, forecasting techniques, and diagnostic solutions\(^\text{133}\). Meanwhile, long-held fears that a global pandemic would be made worse by viral misinformation\(^\text{134}\) came to fruition with doubts being spread (including by political leaders and celebrities\(^\text{135, 136, 137, 138}\)) about the efficacy of official public health advice and false remedies being sold online\(^\text{139}\). At one stage of the pandemic, the number one bestseller on Amazon for books about children’s vaccination and immunisation was one authored by a renowned vaccine conspiracy theorist\(^\text{140}\).


This competition between those seeking attention for trustworthy information and those seeking attention for untrustworthy information is emblematic of the broad challenges facing the online information environment. In the online ‘attention economy’ – the systems for filtering, supplying, and promoting content are of paramount importance. They have the potential to both upgrade and degrade the quality of life for individual users and wider society. Research in this area is generally focused on understanding the side-effects of these systems and theorising concepts to explain how they promote positive and negative impacts.

**Evidence of impact**

The internet has had a mixed impact on the information environment. Assertions about social media platforms creating filter bubbles (a “unique universe of information for each of us”) in which users are directed by algorithms towards hyper-personalised news content are not well-evidenced, with academic studies finding little to no support for the hypothesis. Instead, the evidence shows that algorithmic selection generally diversifies the news content an internet user consumes.

The similar, but distinct, phenomenon of ‘echo chambers’ (“a bounded, enclosed media space that has the potential to both magnify the messages delivered within it and insulate them from rebuttal”) is also potentially overstated in public commentary. However, whilst studies show that the vast majority of people do not opt into echo chambers, there is some evidence that this may be the case for those with highly partisan views.

---


There is limited research and evidence outside of the United States on the prevalence of polarisation induced by social media use. Research from the US, however, suggests that exposure to like-minded political content – especially from political elites – can potentially polarise or strengthen the attitudes of those with existing partisan views. This could also apply to public conversations on science, however there is, as yet, little empirical research on this.\(^{148}\)

Polling commissioned for this report provides an insight into the penetration of harmful scientific misinformation amongst internet users in the UK.\(^{149}\) The polling found that 5% of respondents do not believe the COVID-19 vaccines to be safe, 5% of respondents do not believe humans are at all responsible for climate change, and 15% believe 5G technology is harmful to human health. This suggests that harmful online scientific conspiracy theories are believed by a minority – albeit a significant minority – of the population. The majority of respondents believe that the internet has improved the public’s understanding of science and feel confident to challenge suspicious scientific claims made by friends and family members.

Whilst the evidence shows that negative aspects of the online information environment may be affecting only a few percent of internet users, this still equates to a significant number of people. For example, if it is the case – as per the survey conducted for this report – that 5% of the UK’s online adult population do not believe the COVID-19 vaccines are safe, this would be equivalent to approximately 2.4 million people. If even a small fraction of these people vocalised their opinions on social media, it could lead to thousands of posts online which may or may not influence others (including key decision-makers).

Furthermore, there are numerous reports of harmful behaviours which have been linked to misinformation consumed online. For example, in 2020, an online conspiracy theory linking 5G telecommunications towers to the spread of COVID-19 is alleged to have contributed to multiple arson attacks as well as the stabbing and hospitalisation of an engineer.\(^{151}\)

Researchers have also found that increased susceptibility to misinformation negatively affects people’s self-reported compliance with COVID-19 public health measures as well as their willingness to be vaccinated.\(^{152}\) Estimates have found that online pages and accounts promoting anti-vaccination messages have millions of followers and have surged in recent years.\(^{153}\)

---

148. Ibid.
Misinformation about climate change – which the public are more likely to consider harmful than misinformation about 5G⁵⁴ – has also reached millions of online users in recent years with a report by Avaaz suggesting that tactics are switching away from climate denialism to climate inactivism¹⁵⁵. This involves seeding doubt in climate science, making unfounded assertions about climate solutions, and promoting ‘doomism’ (that it is too late to act)¹⁵⁶.

Globally, ‘fake news’ is regarded by internet users as a greater concern than other risks such as online abuse and fraud. A recent worldwide poll conducted by Lloyds Register Foundation and Gallup found that 57% of internet users across society view fake news as a major concern, particularly in regions of high economic inequality¹⁵⁷.

Taken together, current evidence suggests that whilst the negative aspects of the online information environment appear to be affecting only a minority of internet users, the harm caused creates significant concern and can have real-world consequences – although these may not be as a result of echo chambers and filter bubbles. Combined with early research which suggests that information overload is affecting people’s attentional capacities¹⁵⁸,¹⁵⁹ there is sufficient reason to be concerned about the negative impacts of the online information environment and to consider potential mitigations such as those set out in the Recommendations chapter.

---

¹⁵⁴. 83% consider misinformation about climate change to be harmful, 67% consider misinformation about 5G technology to be harmful. Royal Society / YouGov, July 2021.


¹⁵⁶. Ibid.


¹⁵⁸. Firth et al. 2019 The “online brain”: how the Internet may be changing our cognition. World Psychiatry. 18, 119-129. (https://doi.org/10.1002/wps.20617).

CHAPTER ONE

THE ONLINE INFORMATION ENVIRONMENT

Vaccine misinformation.

During the COVID-19 pandemic, online misinformation about the vaccines has attracted significant attention amongst the media, politicians, and the wider public. Conspiracy theories about the vaccines include accusations that they implant microchips, can alter DNA, and that they were created prior to the onset of the pandemic\textsuperscript{160}. Misinformation about vaccines, however, predates the internet and is not a new concern. The history of how misinformation affected the perception of the polio, pertussis, and MMR vaccines is explored in a literature review commissioned for this report\textsuperscript{161} and outlined below.

The concept of a single ‘anti-vax movement’ is a misleading one. A range of different groups are involved in creating and spreading anti-vaccination material and, those holding ‘anti-vax’ views have different concerns, for example they may be very concerned about child safety and potential side effects of vaccines. They may be in broad opposition to government and public institutions or may adhere to particular political philosophies such as libertarianism. These different groups tend not to interact, coalescing around different interests and in different fora.

A large proportion of those spreading anti-vaccination material do so with genuine concern for the risk vaccines might cause to individuals’ health or to society at large. They share material based on the belief that the material is trustworthy and helpful to others within their network\textsuperscript{162}. Critically, it is often information which they do not see being shared by mainstream news or medical sources despite its perceived importance.

The introduction of routine vaccinations for pertussis in the 1950s (in the UK) drastically reduced incidences of the illness from an average of 122,000 cases per year in 1956 to 20,000 by the 1970s. However, following the publication of a book \textit{A Shot in the Dark} and a television programme \textit{Vaccine Roulette}, which alleged that the vaccine was giving children severe disabilities, concerns about the vaccine peaked and led to the formation of the Association of Parents of Vaccine Damaged Children\textsuperscript{163}. Furthermore, publications from medical professionals, including the Hospital of Sick Children (now known as Great Ormond Street Hospital) and a doctor called Gordon Stewart, questioned the safety of the vaccine and added to public concern. This led to a drastic fall in confidence and to further epidemics\textsuperscript{164}.

\begin{itemize}
\item \textsuperscript{160} Islam \textit{et al}. 2021 COVID-19 vaccine rumours and conspiracy theories: The need for cognitive inoculation against misinformation to improve vaccine adherence. PLoS ONE. (https://doi.org/10.1371/journal.pone.0251605).
\item \textsuperscript{161} Cabrera Lalinde I. 2021 How misinformation affected the perception of vaccines in the 20th century based on the examples of polio, pertussis and MMR vaccines. The Royal Society. See https://royalsociety.org/topics-policy/projects/online-information-environment
\item \textsuperscript{163} Cabrera Lalinde I. 2021 How misinformation affected the perception of vaccines in the 20th century based on the examples of polio, pertussis and MMR vaccines. The Royal Society. See https://royalsociety.org/topics-policy/projects/online-information-environment
\item \textsuperscript{164} \textit{Ibid.}
\end{itemize}
A similar series of events occurred with the MMR vaccine in the 1990s. A heavily discredited paper by former physician, Andrew Wakefield, published in the Lancet, claimed to establish a link between the vaccine and autism in children. The study was later partially retracted by 10 of the 12 authors, who stated that no “causal link had been established between MMR vaccine and autism as the data were insufficient.”

As with pertussis, these concerns were amplified by media outlets and perpetuated by organisations providing parental support.

Many of these themes have re-emerged during the COVID-19 pandemic with different communities with different concerns expressing hesitancy or reluctance to be vaccinated.

CASE STUDY 1 (continued)

Figure 2

Survey results for the question: Overall, how safe, if at all, do you think each of the following COVID-19 vaccines are?

<table>
<thead>
<tr>
<th>Safe Level</th>
<th>Pfizer-BioNTech</th>
<th>Moderna</th>
<th>AstraZeneca</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very safe</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fairly safe</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not very safe</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all safe</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Royal Society / YouGov, July 2021. (n=2,019)

---

165. Wakefield’s article linking MMR vaccine and autism was fraudulent. The British Medical Journal. 6 January 2011. See https://www.bmj.com/content/342/bmj.c7452 (accessed 4 November 2021).


167. Cabrera Lalinde I. 2021 How misinformation affected the perception of vaccines in the 20th century based on the examples of polio, pertussis and MMR vaccines. The Royal Society. See https://royalsociety.org/topics-policy/projects/online-information-environment
To counter this, the world’s major public health bodies, as well as specialists from academia, non-governmental organisations (NGOs), and international charities, have sought to create extensive pro-vaccine public engagement campaigns. While pro-vaccine sentiment largely falls to these larger organisations, there do exist a number of vocal pro-vaccine individuals whose passionate, information-seeking behaviour mirrors that of sections of the anti-vaccination actors. Pro-vaccine actors’ sharing of information is predominantly driven by the intention of attaining or maintaining a high level of vaccine uptake throughout the world. Major players in this area include the WHO, governments acting via public health bodies, and NGOs such as the Bill and Melinda Gates Foundation, acting through a united consensus. Online platforms have also taken steps to counter anti-vaccination content on their platforms with some removing discussion forums, banning hashtags, and labelling content.

These institutions, while being the fundamental drivers for vaccine engagement, may also be exacerbating the views of anti-vaccine groups in a form of psychological reactance (a tendency for people to react negatively when they feel their choices are being taken away). In these instances, the unified consensus reinforces a narrative that a pro-vaccine agenda is being driven by international elites seeking to impose their interests, and which should be resisted. Individuals who harbour any mistrust in modern medicine, political elites, mainstream media, or who hold a conspiracy theorist’s mindset are especially prone to this psychological reactance. However, there are also individuals who may be introduced to this set of anti-establishment conspiracies with anti-vaccine material being their “gateway drug” – the psychology of conspiracy theories shows that individuals that believe in one type of conspiracy are likely to believe in others. Also contributing to this environment are people with a financial interest arising from an individual’s appetite for information on vaccines. These range from wellness advocates to social media influencers using media platforms such as YouTube and Facebook to share content with their followers. In the latter case, money is generated via advertising revenue, a share of which is kept by the online platforms.


There also exists a body of ‘trolls’ amplifying anti-vaccination material, who do not necessarily share a genuine belief in either side’s cause, but rather seek to sow discord and polarisation within wider society. There are reports of some of these trolls being state-sponsored. Adding to this artificial amplification are social media ‘bots’ sharing material and support for both sides.

**What is the role of technology in the sharing of vaccine misinformation?**

Online news providers act in a relatively restrained manner with regards to sharing or platforming of misinformation when compared to social media. While not generally actively promoting misinformation themselves they may still contribute to its spread via loosely moderated below-the-line comment functions or having editorial stances which challenge their readers’ beliefs in experts, government, ‘big pharma’ or other elites – in turn providing fertile ground for vaccine misinformation to be spread elsewhere.

Social media platforms allow for the sharing of misinformation at unprecedented speed and scale. The amount of potential material for users to engage with sets a competition for ‘eyeballs’ resulting in an attention economy of likes, shares and commentary, in which misinformation offers highly shareable content. Social media platforms optimise their services to secure high levels of user engagement, making use of sophisticated algorithms to help drive this engagement.

There have been examples of companies taking steps to reduce misinformation – Reddit removed specific sub-Reddits (forums or threads on specific subjects within the Reddit website) it deemed to be sharing harmful content, and Instagram banned a subset of anti-vaxx hashtags – but those seeking to promote such misinformation have been able to quickly adjust their tactics. Some social media platforms have also begun to use fact-checking services or introduce measures to verify content. However, these efforts are constrained by technological limitations and are often human-resource intensive, meaning they are unable to react to the rate at which content can be produced and cultural context can be subverted. Compounding this challenge, misinformation is increasingly shared via media which is difficult to regulate technologically. Images, GIFs (short motion images) and videos are harder for algorithmic detection, classification and contextualisation.

---


In this context, it largely falls to individual users to apply their own judgement about which sources of information can be trusted, which leads to the challenge of how to empower citizens to have greater critical analysis skills and be more resilient to misinformation.

**Policy and technological interventions**

Regulating misinformation is not an insurmountable challenge. In the case of anti-vax YouTube channels identified by the Centre for Countering Digital Hate, for example, 409 active accounts have existed since 2018 or earlier, while measures to moderate or take down content or channels which frequently share misinformation within hours or days are both feasible and already put into practice in the case of examples like hate speech. The technological barriers to keeping up with the speed at which culture, language and context evolve are complex, but becoming increasingly blurred. TikTok has demonstrated that by actively involving its content producers and consumers in its detection of successful trends, it is allowing content-providers to optimise their output, while simultaneously optimising its own algorithm and understanding of what draws users in.

Most countries already have in place legislation that regulates the advertising of products with unsubstantiated health benefits. There may be ways of applying this legislation against content which generates revenue from anti-vaccination information, in particular the examples where alternative medicine products are simultaneously marketed.

Digital platforms could be more effectively utilised by or collaborate with governments and public health agencies to help implement a wider variety of responses and share a diversity of information. The drier style of text-heavy, officious public communication by government and public health bodies does not currently compete with other more friendly, image-based and emotionally-led approaches adopted by those spreading misinformation. In addition, digital engagement with patients should be carried out, where possible, as public dialogue and provide space for discussion of any legitimate concerns on vaccines rather than countering all scepticism with ‘authoritative’ information. The challenge, therefore lies in presenting cogent, honest narratives tailored to the interests of individuals motivations, avoiding the risk of ‘blowback’ or psychological reactance.

---
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How do our minds process information?

An understanding of how the online information environment may be affecting the way people produce and consume content can be gained from research undertaken in the emerging field of computational social and communication sciences, as well as literature from the cognitive and behavioural sciences.

An interdisciplinary literature review commissioned for this report draws on this research and highlights the following three foundational theories of cognition which, when combined, form a framework to help explain how people engage with information:

1. Cognitive heuristics and biases

Heuristics (mental shortcuts) are essential for fast decision-making in human judgement, but they can be systematically wrong and induce biases which deviate from rational behaviour. Examples of common heuristics include availability (judgements on probability based on events people can recall); anchoring and adjustment (judgements based around irrelevant information); and affect (judgements based on emotions and gut responses).

2. Dual process theory

The dual process theory assigns heuristics and other cognitive processes to two types of thinking, one intuitive and the other reflective. Intuitive thinking requires minimal mental effort, relies on heuristics, and is activated in response to stimuli. Reflective thinking is slower, more analytical, and applies hypothetical thinking. Reflective thinking does not necessarily lead to better judgements as both processes can suffer from biases and yield incorrect conclusions.

3. Motivated reasoning

The theory of motivated reasoning argues that desired conclusions play a role in determining which type of cognitive process (intuitive or reflective) is applied on a given occasion. These motivations can be defined under the following categories:

- The defence motive, whereby individuals defend their attitudes, beliefs, or behaviours by avoiding, or engaging in a biased manner with, information likely to challenge them and favouring information likely to support them.

---


183. Ibid.


185. Ibid.
• The accuracy motive, whereby individuals engage with information in an objective, open-minded fashion to reach a normatively correct conclusion\(^{186}\).

• The impression motive, whereby individuals engage with information to satisfy social goals\(^{87}\).

Building upon this framework, a well-established phenomenon, termed confirmation bias, plays an influential role in cognitive outcomes. It represents the most relevant bias for understanding individual behaviour when faced with new information and refers to the tendency for individuals to be influenced by prior beliefs and expectations\(^{88}\). In general, individuals exhibit larger confirmation bias in settings which accentuate the defence motive over the accuracy motive\(^{89}\).

Credibility presents an additional dimension for understanding how individuals engage with information. People tend to favour information sources they find more intuitively believable. Factors that shape perceptions of information credibility are evident through all components of information transmission channels, and include the following:

• **Author characteristics**
  Individuals are more likely to trust sources which they consider to be qualified, dynamic, and independent. In addition, positive testimonials can increase credibility as readers adopt a ‘bandwagon’ heuristic, where the number of prior endorsements positively relates to perceived source credibility\(^{90}\). New forms of trust simulations have emerged to accentuate this, such as reviews and kitemarks.

• **Familiarity and semantic quality in message content**
  Technical quality\(^{91}\), grammatical correctness\(^{92}\) and repeated exposure positively relate to credibility. Indicators of credibility are widespread in terminology online too, eg ‘Ask the expert’.

---


190. Ibid.


- **Platform characteristics and media attitudes**
  As the media landscape evolves, different channels are perceived as more or less trustworthy with levels of trust in online, print, and broadcast media fluctuating over time.\(^1\)

- **Audience attributes, beliefs, and attitudes**
  The individual attributes of the information consumer, particularly their ideological congeniality, can instil trust. Information which does not challenge an individual’s attitudes and beliefs is considered to be more credible.\(^2\) These existing beliefs can also lead to confirmation bias when consuming information.

Existing research on the cognitive processes involved in human judgement, reasoning and decision-making can help inform our understanding of the online information environment. For example, the format of online content may lend itself more to intuitive or reflective thinking processes; the public nature of social media platforms may accentuate the defence motive over the accuracy motive; and novel indicators of credibility may be emerging and influencing public attitudes. In addition, emerging research suggests that the internet may be limiting people’s attentional capacities\(^3\) which may in turn lead us to favour more intuitive thinking processes and place greater reliance on heuristics.

However, whilst useful for understanding how cognitive processes may affect behaviour, the evolving nature of the online information environment, heterogenous global media consumption patterns, and greater access to data may require these frameworks to be revised and updated in future.

**Types of misinformation actors**

The actors involved in producing and disseminating misinformation content can be broadly categorised as intentional or unintentional actors, and further differentiated by motivation. These actors can exist across all sections of society and often include those in positions of power and influence (eg political leaders, public figures, and media outlets). We identify four types of misinformation actors:

**Good Samaritans**

These users unknowingly produce and share misinformation content. Their motivation is to help others by sharing useful information which they believe to be true. Examples of this could include unknowingly sharing an ineffective health treatment\(^4\) or an inaccurate election schedule\(^5\).

---


194. Ibid.

195. Firth et al. 2019 The "online brain": how the Internet may be changing our cognition. World Psychiatry. 18, 119-129. (https://doi.org/10.1002/wps.20617).


Profiteers
These users either knowingly share misinformation content or are ambivalent about the content’s veracity. The consumption of their content generates profit for them with greater engagement resulting in higher profit. Examples include writers for explicitly false news outlets being paid directly to a Google Ads account, companies selling fraudulent health treatments, and video content creators profiting from advertising revenue. Profit, in this context, is not restricted to monetary value and can include other forms of personal gain (e.g., more votes or greater reach).

Coordinated influence operators
These users knowingly produce and share misinformation content. Their motivation is to sway public opinion in a manner that will benefit the agenda of their organisation, industry, or government. The aim is to either convince consumers of an alternate story or to undermine faith in trusted institutions. Examples include successfully publishing political opinion pieces by a fabricated expert in reputable online news outlets and using automated social media accounts (bots) to promote climate change denialism.

Attention hackers
These users knowingly produce and share misinformation content. Their motivation is personal joy. Sometimes referred to as ‘trolling’, these users devise outlandish or divisive content and take steps to maximise attention for them. Examples include sending messages to mainstream talk shows in the hope they will read out the content on air, fooling high profile figures into resharing content on their social media accounts, and sharing conspiracy theories on unsuspecting television and radio phone-ins (known as groyping).

Incentives for information production and consumption

The role of incentives for content production and consumption is important to consider when examining how the online information environment operates. The overarching incentives can be categorised as content for public benefit (e.g., to improve the health of a population or raise awareness of the plight of others) or as content for private benefit (e.g., to maximise advertising revenue, shareholder value, or self-satisfaction). The NHS, BBC, and Wikipedia would be examples of organisations who produce content for public benefit. Examples of those who produce content for private benefit include newspapers, academic journals, and social media influencers.

Content producers can also fall into both categories. For example, a Wikipedian may edit articles in order to better inform others (public benefit) and to raise their own reputation within the Wikipedia community (private benefit). Similarly, an academic publisher may produce content to advance collective understanding (public benefit) and to maximise profit for shareholders (private benefit). Whilst predating the internet, these public and private incentives play a major role in shaping how and why we access, produce, and engage with content online. These incentives can determine the veracity of a piece of content, the price for accessing it, and the experience of consuming it.

These incentives occur on both a macro and micro level. On a macro level, for-profit organisations produce engaging and relevant content in order to maximise online revenue (e.g., advertising revenue, product sales). Not-for-profit organisations produce content to inform and educate users irrespective of how many views the content receives. On a micro level, an individual user may produce content in order to maximise the amount of satisfaction (or dopamine) they receive as a result of a post’s engagement or they may produce content in order to raise awareness of an issue or to help their loved ones.

The public benefit incentive has encouraged the development of open data repositories, application programming interfaces, and disability-friendly user experience design. Furthermore, the incentive encourages accuracy and expert opinion which can be gained via trained journalists, medical professionals, and scientific authorities.

210. Dopamine is a type of neurotransmitter. In popular culture, it is referred to as the chemical linked to pleasure.
Survey results for the question: Have you ever personally shared content online, via any method, about any scientific developments (eg news articles, tweets, posts on social media, clips/videos etc)?

![Survey results for sharing content online](image)

Source: Royal Society / YouGov, July 2021. (n= 2,019)

The private benefit incentive has led to the development of pay-per-click advertising, paywalls, and more engaging or addictive user experience design (eg infinite scrolling\(^214\), \(^215\)). The incentive encourages engagement which can be gained via high quality content, search engine optimisation, and clickbait\(^216\).

How these incentives affect users’ consumption and dissemination of information online can, to some extent, be controlled by search engines and social media platforms\(^217\). Search engines can alter how their ranking algorithms prioritise content in the results page (eg sorting by location, relevance, and credibility)\(^218\). Social media and video hosting platforms can control their rewards system and sharing mechanisms (eg amplifying engaging content\(^219\), demonetising problem content\(^220\), or prompting users to read articles before sharing\(^221\)).

---

Last month I sent my grandson a link to BBC Science Focus magazine to help with a school project. I was surprised by what I found and wanted a friend’s opinion. To counter misinformation about Covid-19 vaccines. My daughter is studying Marine Biology and if I see any news articles that I think would interest her I share them. To create awareness.

The information given by scientists from the Barrington declaration. It wasn’t being shared honestly by the main stream media.

Source: Royal Society / YouGov, July 2021 (n=613)
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Examples of how incentives can shape the production and consumption of online health information.

<table>
<thead>
<tr>
<th>INCENTIVE</th>
<th>MICRO-LEVEL</th>
<th>MACRO-LEVEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public benefit</td>
<td>Production: Individual produces content to raise awareness of the negative side-effects of a medical treatment and protect their loved ones.</td>
<td>Consumption: Individual consumes content in order to learn how to treat the symptoms of a loved one suffering from an illness.</td>
</tr>
<tr>
<td></td>
<td>Production: Public health authority produces content to encourage optimal hand-washing techniques to reduce the impact of a viral disease.</td>
<td>Consumption: Public health authority consumes social media content to identify gaps in the public’s understanding of a disease.</td>
</tr>
<tr>
<td>Private benefit</td>
<td>Medical professional produces content as a means of socialising with others and fostering new relationships.</td>
<td>Medical student consumes content in order to improve chances of passing an upcoming exam.</td>
</tr>
<tr>
<td></td>
<td>Production: Wellness company produces engaging content to showcase benefits of their products and increase sales.</td>
<td>Consumption: Insurance company consumes social media content to help amend health premiums.</td>
</tr>
</tbody>
</table>

How the internet facilitates access to information

The online information environment differentiates itself from the offline environment in its breadth of reach and its mass of users. In the current environment, any internet user can publish content to be accessed, read, and processed by other internet users regardless of location. This has provided significant opportunities for the improvement of scientific understanding. We identify the following three internet-enabled innovations as being especially transformative for the collective understanding of scientific issues:

Hypertext

Hypertext — online text which redirects (links) users to other content when clicked — has enabled fast and simple referencing in a manner which was not feasible prior to the advent of the online information environment. These links (known as hyperlinks) are omnipresent in the online information environment, connecting content together and providing a navigation route across the internet.

The sharing of hyperlinks — a common behaviour, exclusive to the online information environment — allows users to refer others to external sources. This often occurs in online literature, social media posts, and direct messaging platforms. They provide a simple mechanism for adding credibility to an argument made online (e.g., an individual is more likely to convince someone to follow their medical advice if they can link them to an official webpage from a respected health authority confirming it).

Wikis
A wiki is a type of website which allows users to collaboratively edit its content. Wikis are often put together using a hypertext structure and pages do not have defined owners. They can be both public and private (requiring membership to view and edit). Prominent examples of wikis include the online encyclopaedia, Wikipedia, and the whistleblowing website, WikiLeaks\textsuperscript{223}.

Unlike static analogue alternatives, wikis enable information about a subject to be updated regularly and transparently. These updates can be commented on, scrutinised, and reverted by other users. On Wikipedia – which contains 56 million articles and 1.6 billion unique visitors a month – the most contentious subjects (eg COVID-19) are heavily scrutinised, with thousands of users reviewing edits\textsuperscript{224}.

Open science
The internet has enabled a movement towards open access practices in which scientific research papers are publicly and freely available to download. It represents a shift from the traditional publishing model of papers being published behind a paywall accessible to those with the financial means to do so (through attending an institution with a journal subscription or by paying for individual articles)\textsuperscript{225}.

This movement has included the rise of preprints. These are versions of academic papers published online prior to receiving formal peer review. They are hosted on preprint servers and allow for rapid dissemination and scrutiny of provisional research findings.

Open access journals divide opinion in the academic community with some (including the Royal Society) arguing that they enable the ‘widest possible dissemination of research outputs’\textsuperscript{226} and others arguing that it leads to lower quality research being published\textsuperscript{227}. During the COVID-19 pandemic, however, many research outlets committed to open access publication of their research related to the disease – showcasing the value of open access research for emergencies\textsuperscript{228}.

\textsuperscript{223}. WikiLeaks was originally founded as a wiki but transitioned away from this in 2010. WikiLeaks gets a facelift. Mother Jones. 19 May 2010. See https://www.motherjones.com/politics/2010/05/wikileaks-assange-returns/ (accessed 4 November 2021).

\textsuperscript{224}. Royal Society roundtable with Major Technology Organisations, March 2021.


\textsuperscript{226}. The Royal Society. Open access publishing. See https://royalsociety.org/journals/authors/which-journal/open-access/ (accessed 4 November 2021).


At the same time, the limited availability to legitimate open access research has led to a growth in popularity of pirate websites such as Sci-Hub which provide free downloads of academic papers, access to which is often gained through illegal means such as phishing\(^{229}\).

All three of these innovations are underpinned by their capabilities for sharing, collaboration, and scrutiny.

**Policies adopted by major online platforms**

Online platforms for user-generated content have developed a range of activities and policies over the past few years to combat the spread of misinformation, including deceptive synthetic media (eg deepfakes). Many online platforms have specific policies covering elections and COVID-19 that are more specific and far-reaching than their approaches to misinformation in general but three key themes remain central to misinformation management on social media platforms: misinformation detection, limiting the spread of misinformation, and improving digital literacy.

These initiatives, whilst important to note, are rarely subjected to transparent, independent assessments meaning that it is difficult to assess and verify their impact.

**Misinformation detection**

To counter misinformation, combinations of in-house automated technology, third-party fact-checking and human reviews are employed by social media platforms.

- Automated monitoring technologies are used by many of the platforms to detect and remove policy-violating content. In instances where uncertainty and ambiguity surround content, further human reviews are conducted. This manual labelling helps to improve the quality of the platform’s AI systems.
- Third-party fact-checkers review content independently of the social media companies to decide upon rating options.
- Community-driven approaches are seen across several platforms to tackle the issue of misinformation. For example, Reddit has minimal site-wide policies, with communities (‘subreddits’) self-authoring and self-policing further policies on top of these. Meanwhile, Twitter is piloting a programme called ‘Birdwatch’, which allows users to identify information they believe to be misleading\(^{230}\).

---


Limiting the spread of misinformation
There is wariness amongst online platforms about the removal of misinformation content\textsuperscript{231}. Concerns for public perception and safety are played off against concerns surrounding the free expression of opinions.

Given these issues, platforms have been more willing to limit the spread of misinformation through methods such as minimising the prominence of such items in newsfeeds and adding warning labels, than they have been to remove items of misinformation outright\textsuperscript{232}. Other tools include limiting the number of times a message can be forwarded and redirecting searches prone to misinformation towards authoritative sources. Addressing misinformation within advertising policies is another important angle for platforms.

Improving digital literacy
Accessible information relating to an online platform’s terms of service is critical for educating users on appropriate online behaviour and is emphasised in the UK Government’s strategy for combating online harms\textsuperscript{233}. To deliver greater transparency and accountability, mandatory transparency reporting is proposed to be introduced. Platforms are increasingly disclosing top-line data in the form of these transparency reports on their efforts to tackle misinformation and empower users to make informed choices online.

Informational labels on posts with links to trusted websites are increasingly common across platforms. In addition to this, platforms are increasingly developing trustworthy information hubs on their platforms. For example, Facebook have developed hubs with credible science-based information from trusted experts and promote news literacy about COVID-19 and climate science\textsuperscript{234}. Similarly, Twitter has integrated a specific tab in users’ feeds for authoritative content about COVID-19\textsuperscript{235}. Video-sharing platforms such as TikTok and YouTube have been working with content creators to generate authoritative and engaging resources to combat misinformation about vaccines\textsuperscript{236, 237}.

\begin{enumerate}
\item[231.] Royal Society roundtable with Major Technology Organisations, March 2021.
\end{enumerate}
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5G misinformation.

Misinformation about 5G telecommunications technology has attracted significant concern in recent years after baseless conspiracy theories linking it to the spread of COVID-19 went viral, exacerbating prior concerns about the technology held by groups such as the International Electromagnetic Fields Scientist Appeal. In April 2020, the UK Government and trade body, Mobile UK, issued statements condemning the theories after phone masts were set on fire in multiple locations across the country. The CEO of British Telecom reported that there had been 40 incidents of attacks on their staff, including one of their engineers being stabbed and hospitalised.

The World Health Organization and the International Commission on Non-Ionizing Radiation Protection have stated that no adverse health effects have been causally linked with exposure to wireless technologies and that no consequences for public health are anticipated provided overall exposure remains below international guidelines. To explore the spread of misinformation about telecommunications, the Royal Society held a roundtable on the topic with experts from academia, industry, and government. The key themes from this discussion are outlined below.

A range of different groups are involved in creating and spreading misinformation around 5G. One of the distinguishing aspects of 5G information from other topics, such as climate change, is that while the scientific advice is predominantly distributed at a global level, standards and regulation are often set nationally or locally. Meanwhile, the variety of government departments and private sector organisations involved drives confusion among some in the public over who is responsible for what, and which voices are trustworthy, especially as press coverage has tended to associate 5G with negative language concerning government intent.

---


Generally, people trust public bodies on 5G, with a marked tendency to trust more local voices, with local government significantly more trusted than national government\textsuperscript{245}. However, according to the survey commissioned for this report, a significant minority, 15%, believe the technology is harmful to human health\textsuperscript{246}.

Genuine uncertainty also drives much public misunderstanding around 5G. A distinguishing feature of the topic is that among scientific actors involved in discussion of 5G, there are genuine disagreements about the balance of risk versus reward, predominantly stemming not from a disagreement about the underlying science, but different attitudes to risk assessment. The difficulty of communicating such uncertainty to the public and key decision-makers is exacerbated by the fact that terminology used within the scientific community, such as how ‘safe’ or ‘proven safe’ might be used, maps poorly onto how those terms are used in wider society. Furthermore, there are historic cases where the safety of technologies have been overstated.

Distrust of telecoms technologies generally has been far less prevalent where the direct personal benefits of technologies were more evident. This is reflected in the fact that concerns are far more frequently ascribed to base stations than personal handsets. Consent is an important factor in this. During the initial wave of uptake of mobile handsets, there was markedly greater concern among those required to carry them for work purposes.

There is also significance to the ways that exploration of potential harms can be perceived. For example, in the 1990s the UK Department for Trade and Industry put out a research contract on how to measure electromagnetic frequencies close to the head, to assess whether there was a risk of brain cancer from mobile phone use. The research was reported by the media, and the very fact that the research was being carried out led to the potential risk becoming the focal point of a health scare\textsuperscript{247}.


\textsuperscript{246} 5% believe 5G technology is very harmful to human health, however a further 10% believe it is fairly harmful to human health. Royal Society / YouGov, July 2021.

An additional challenge is that speculative health concerns lie low on the list of priorities both of health bodies, such as Public Health England, where there are more pressing health concerns with a greater case for receiving research funding, and within architects of the digital economy, where the pressing needs for wider spectrum bands in use outweighs the investigation of unsubstantiated claims. Even where spectrum bands were considered, but ultimately rejected, as with the initial band for 5G in Europe, health concerns specific to that band attached to the label of ‘5G’ persisted and are still found in 5G misinformation even where it uses a completely different spectrum band²⁴⁸.

---

FIGURE 6

Survey results for the question: In general, how harmful, if at all, do you think 5G technology is to human physical and/or mental health?

<table>
<thead>
<tr>
<th>Response</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very harmful</td>
<td>5%</td>
</tr>
<tr>
<td>Fairly harmful</td>
<td>10%</td>
</tr>
<tr>
<td>Not very harmful</td>
<td>26%</td>
</tr>
<tr>
<td>Not at all harmful</td>
<td>33%</td>
</tr>
<tr>
<td>Don’t know</td>
<td>26%</td>
</tr>
</tbody>
</table>

Source: Royal Society / YouGov, July 2021 (n=2,019)
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Synthetic content
Synthetic digital and online content has caused some concern in public conversations about the online information environment, defined by the US Federal Bureau of Investigation as 'the broad spectrum of generated or manipulated digital content, which includes images, video, audio, and text'. Although manipulation of this kind was possible prior to the advent of the internet, it has become increasingly easier to achieve with modern techniques. Synthetic content has both positive and negative applications in the online information environment. We identify the following eight major types of synthetic content:

Bots
Bots are pre-programmed online accounts that engage with and respond to online content in an automated fashion. They take many forms in the online information environment. Chatbots can act as customer service operators for large companies (eg retail banks) or as false personas on social media platforms. Voice assistants recognise and respond verbally to spoken requests made by a user to a smart device. Bot crawlers undertake basic administrative tasks for owners such as indexing web pages or countering minor acts of vandalism on wikis. Traffic bots exist to inflate the number of views for a piece of online content to boost revenue derived from online advertising.

Positive applications of bots include their use to counter misinformation, to support people with disabilities, and to disseminate news updates. Negative applications include the use of bots to deceptively influence public opinion, to suppress news stories, and to abuse people.


Text
Text can be subjected to various forms of manipulation. A common example of text being manipulated is the creation and dissemination of fabricated social media posts. This involves an individual using image-editing techniques (which can involve mainstream word processors rather than sophisticated image-editing software) to erase the original text from a target’s social media post and replace it with new text. This is then screenshotted and disseminated as ‘evidence’ of the target taking a false stance on an issue.

Another form of manipulation involves creating bots which are capable of natural language generation. These bots can understand the contents of text and automatically generate replies which appear as natural as a reply generated by a human. This technique is often used to create false social media personas and has also been used to generate false public policy consultation responses.

Images
Editing images to generate misinformation content dates back more than a century. Notable examples include the 1901 image ‘Trick photograph of man with two heads’, the 1902 painting of General Ulysses S Grant, and the Soviet Union ‘Great Purge’ photographs from the 1920s and 1930s. This practice, now broadly referred to as ‘photoshopping’, can be done via an increasingly wide range of accessible platforms and applications, and therefore by a growing number of internet users. These techniques can be used to create false images or fabricated quotations.

Image editing techniques can also be used to create internet memes, especially the kind of humorous content that is shared rapidly and becomes viral. They usually consist of captions superimposed onto an image. Researchers have found that memes helped spread a conspiracy theory linking COVID-19 to 5G technology.

Miscontextualised content
Genuine, unedited content can be shared without context to provide a misleading narrative. This is made easier in the online information environment as content can be disseminated between people without intermediaries (eg news outlets, government officials). This has been referred to as ‘malinformation’266. Examples include sharing real images and claiming that they represent something that they do not267. They can also involve sharing images of different events from a different date to create a false narrative and discredit targets268.

Shallowfakes
A form of malinformation content, shallowfakes refer to videos which have been presented out of context or crudely edited269. Examples of shallowfakes have included videos which have been edited to portray intoxication270, an act of aggression271, and a false interview response272. These effects are achieved by using video-editing software or smartphone applications to change the speed of video segments or crop together clips in order to omit relevant context.

Deepfakes
Originating from a Reddit user273 who shared edited videos of celebrity faces swapped into pornographic videos, deepfakes refer to novel audio and/or visual content generated using artificial intelligence techniques such as generative adversarial networks274 (GANs). GANs involve two neural networks competing against each other – one creating false content and the other trying to detect it. The GANs can be trained using images, sounds, and videos of the target. The result is convincingly edited ‘new’ audio and/or visual content.

---

270. No, this is not a real video of US House Speaker Pelosi slurring her words onstage – the footage has been doctored to slow down her speech. AFP Fact Check. 24 May 2019. See https://factcheck.afp.com/no-not-real-video-us-house-speaker-pelosi-slurring-her-words-onstage-footage-has-been-doctored-slow (accessed 4 November 2021).
272. This video has been edited to make Keir Starmer appear confused at the end. Full Fact. 7 November 2019. See https://fullfact.org/online/keir-starmer-gmb-facebook/ (accessed 4 November 2021).
Deepfakes can involve portraying individuals doing or saying things which they never did or said. They can also involve the generation of a new ‘person’ – a still image of a novel face to be used in the creation of a fabricated online persona\textsuperscript{275}. Research has found that the majority of the thousands of deepfakes currently in existence are of a pornographic nature\textsuperscript{276}, however other examples have included deepfakes of politicians\textsuperscript{277}, campaigners\textsuperscript{278}, celebrities\textsuperscript{279}, and the Queen\textsuperscript{280}.

**Fake news websites**

Websites which are dedicated to publishing false content or undertake little to no verification of the facts in their content can be significant sources of misinformation content in the online information environment. The goal of these websites is to generate money through advertising revenue with some websites paying writers directly into a Google AdSense account\textsuperscript{281}. For some people, earning money from fake news websites is a living\textsuperscript{282}. These websites often portray themselves as legitimate sources of information with some replicating the format of local news websites, sometimes naming themselves after towns and cities\textsuperscript{283}.

**Inauthentic groups, pages, and accounts**

Misinformation content can be spread through the creation or acquisition of social media groups, pages, and accounts. This can occur in an automated or manual fashion. Examples of automated inauthentic accounts include YouTube pages which generate video content about popular topics in order to increase subscribers before switching to share misinformation content\textsuperscript{284}. Examples of manual techniques include purchasing admin rights for existing pages in order to disseminate misinformation content and creating accounts to use as a mechanism for boosting content\textsuperscript{285, 286}.

\textsuperscript{275}. This Person Does Not Exist. See https://thispersondoesnotexist.com/ (accessed 4 November 2021).
\textsuperscript{283}. Silverman C. 2020 These fake local news sites have confused people for years. We found out who created them. BuzzFeed News. 6 February 2020. See https://www.buzzfeednews.com/article/craigsilverman/these-fake-local-news-sites-have-confused-people-for-years (accessed 4 November 2021).
Techniques used to promote misinformation

Approaches by actors aiming to promote misinformation constantly evolve and have varying levels of sophistication. These approaches can involve complex uses of digital technology (e.g., generating deepfakes) as well as old-fashioned techniques (e.g., buying influence). We outline four key approaches which can arise in the online information environment.

Content manipulation

This approach involves physically altering genuine content to present a different narrative. This is not to be confused with the concept of ‘spin’ which relates to a biased interpretation of genuine content[287].

Content manipulation in the online information environment mainly involves editing text, images, and video (as discussed in the previous section) however, it can also involve ‘poisoning’ datasets and altering medical records. For example, in 2019, a team of researchers from Ben Gurion University found that they could use a computer virus to alter medical scan images to display fake tumours[288]. These forms of attacks can be particularly effective on semi-supervised machine learning models (which learn from a small subset of labelled data and a large set of unlabelled data) as the unlabelled dataset receives minimal review and can be more easily poisoned[289]. This can lead to machine learning models misclassifying data and presenting false outcomes.

System gaming

Disinformation in the online information environment has been described as an ‘arms race’ between those spreading misinformation and those countering it[290]. This is exemplified by the actions of some internet users to ‘game’ the counter-misinformation policies of social media platforms.

In response to the rise of social media botnets[291] (networks of social media bots controlled by an individual or organisation), social media platforms introduced policies which would reduce the reach of content or accounts which received high engagement from bots. Following this, the policy has been exploited to instead reduce the reach of legitimate journalistic reporting[292]. This was achieved by having bots engage with the accounts of target journalists.

Other mechanisms of system gaming, include downrating or uprating content[293], hijacking trending topics[294], and flooding the notifications of target users[295].

293. This is also known as ‘review bombing’ or ‘vote brigading’.
Enticement
With an objective to eventually influence a large audience, disinformation actors can generate seemingly benign accounts, popularise them, and then utilise them for malign purposes. This can be achieved by creating accounts which publish popular videos or memes in order to entice a large online following. Once a sufficient following has been gained, these accounts will then publish content intended to influence users.

Another route to enticement is to create authoritative-appearing pages or community spaces and use them to disseminate content designed to influence users for political or financial purposes. This has been a particular problem during the coronavirus pandemic, with some websites using the NHS acronym to promote questionable remedies to COVID-19.

The practice has also been found to have been adopted by governments, including the UK Government’s counter-terrorism programme. The Mueller investigation into Russian interference in the 2016 US Presidential Election found that creating community Facebook groups was a tactic adopted by the Internet Research Agency.

Buying influence
Despite contravening the policies of major social media platforms, the buying and selling of accounts and pages can be a technique adopted by disinformation actors wishing to reach a large audience without needing to build one from scratch. This activity involves approaches being made to the administrators or owners of popular social media pages with an offer to purchase the page, followed by negotiation, and transfer of administrator rights for the page.

Alternatively, disinformation actors may pay to advertise on social media platforms. This involves creating social media accounts or pages and then paying for adverts which can be hyper-targeted to users based on demographic data (eg location, gender, age, interests, political leanings). Unlike traditional advertising (eg on billboards), social media adverts are often approved using an automated system rather than manual review, meaning that it can be harder to identify disinformation content being placed in adverts.

Tools and approaches for countering misinformation

In response to the challenges of online misinformation, an anti-misinformation ecosystem has emerged across the public, private, and third sector. This ecosystem consists of investigative journalists; academic researchers; technology companies; educational charities; lawyers; government bodies; and internet users. Each constituent part of the ecosystem plays an essential role in creating a healthier online information environment. Their activities are centred around helping the public understand how misinformation works, detecting misinformation content, correcting viral mistruths, limiting damage, delivering justice, and preventing misinformation content.

Automated detection systems

It is estimated that millions of messages are submitted online by internet users every minute\(^{305}\). On WhatsApp, 42 million messages are sent per minute\(^{306}\). These high quantities make it unfeasible for there to be a manual review of each piece of shared digital content. As a result, major platforms have developed automated review systems which can detect, flag, and address problematic content\(^{307}\). These systems are not fully automated and often require human intervention at the training stage\(^{308}\) (eg tagging training datasets) and for appeals (where sanctioned users challenge a decision made against them). These systems can be applied to detect illegal content (eg child abuse images, violent content), harmful content (eg hate speech, health misinformation), and specific types of content (eg copyrighted music, deepfakes).

Automated detection systems can be applied for various purposes including:

- Blocking content at the point of upload
- Removing content shortly after upload
- Flagging problematic content
- Adding context and resources to content

These systems are imperfect and have a number of limitations. The Center for Democracy and Technology\(^{309}\) identify the following five limitations:

i. Natural language processing (NLP) tools perform best when they are trained and applied in specific domains and cannot necessarily be applied with the same reliability across different contexts.

ii. Decisions based on automated social media content analysis risk further marginalising and disproportionately censoring groups that already face discrimination (by amplifying social biases).

---


306. Ibid.


iii. NLP tools require clear, consistent definitions of the type of speech to be identified; policy debates around content moderation and social media mining tend to lack such precise definitions.

iv. The relatively low accuracy and intercoder reliability achieved in natural language processing studies warn strongly against widespread application of the tools to social media content moderation.

v. Even state-of-the-art NLP tools remain easy to evade and fall far short of humans’ ability to parse meaning from text.

A further limitation is the impact that training automated tools can have on the mental health of workers who are annotating or reviewing harmful content.

Despite these issues, automated detection systems remain a significant part of the anti-misinformation ecosystem and are used as a key performance indicator by social media platforms to assess the quality of their response to misinformation content.

Emerging anti-misinformation sector
A small sector of anti-misinformation organisations has formed over recent years and has become an important part of the anti-misinformation ecosystem. These are part of the wider ‘safety tech’ sector and include organisations working on automated detection systems, fact-checking, user-initiated protection services, and support for human moderators. A number of these organisations work in cooperation with major social media platforms to combat scientific misinformation with these partnerships featuring in promotional advertising campaigns.

The sector, which is yet to mature and contains many start-ups, is vulnerable to funding challenges. Due to the nature of their work, it can be undesirable to take funding from governments or technology companies. The sector also lacks consistent definitions and approaches on misinformation content, however initiatives such as the Poynter Institute’s International Fact-Checking Network seek to address this by promoting best practice in the field. The Poynter Institute have also identified the business model and sustainability of fact-checking organisations as a key challenge.

310. This limitation was also raised during the Royal Society roundtable with Safety Tech Organisations.
317. Ibid.
Other organisations in the sector focus on developing automated detection systems, advising marketing agencies on where not to place adverts, tracking the spread of misinformation content, and creating trust ratings for news websites.\(^\text{320}\)

**Provenance enhancing technology**
Focusing instead on the origins of content rather than its value, organisations developing provenance enhancing technologies aim to equip information consumers with the means to help them decide whether a piece of content is genuine and not manipulated. This is achieved by applying the content’s metadata (e.g. sender, recipient, time stamp, location) to determine who created it, how it was created, and when it was created.\(^\text{321}\)

This is the primary aim of the Coalition for Content Provenance and Authenticity (an initiative led by Adobe, ARM, the BBC, Intel, Microsoft, TruePic, and Twitter) which is developing a set of technical specifications on content provenance. If sufficiently enabled, platforms would be able to better address or label problematic content and information consumers will be able to determine the veracity of a claim, image, or video.\(^\text{322}\)

**APIs for research**
Taking advantage of the openness of the internet and the benefits of collective intelligence, some organisations (e.g. Twitter and the NHS) enable application programming interfaces (APIs). These APIs are a mechanism which make it possible for one entity to have access to data held by another entity. In the online information environment, APIs can enable researchers to analyse the spread of content across social media platforms and can enable third party providers access to high quality resources. However, these APIs have been criticised for being overly restrictive following the Cambridge Analytica scandal.\(^\text{326}\) The NHS API has been used to provide answers to health queries on third-party voice assistants\(^\text{327}\) and the Twitter API has been used to detect, understand, and counter misinformation.\(^\text{328}\)

---

FIGURE 7

Survey results for the question: Please imagine that you saw a scientific claim (eg on social media, a news article etc) that you found to be suspicious or surprising. How likely or unlikely would you be to fact-check it? (By ‘fact-check’, we mean confirming the accuracy of any statistics or claims included in a piece of content.)

![Survey Results Diagram]

Source: Royal Society / YouGov, July 2021. (n=2,050)

Unlike Twitter, which is more public and open by default, Facebook is what is known as a ‘walled garden’ — a controlled data ecosystem with restricted access. As such, it is more complex to carry out research on Facebook, although there are tools (eg CrowdTangle) which provide access to publicly shared content. If successfully actioned, Recommendations 6 (social media data access) and 7 (best practice tools and guidance) should help develop a more open environment benefiting both researchers and emerging online platforms.

---


Active bystanders
Active bystanders are individuals who intervene when they see problematic actions or content, unlike passive bystanders who witness problematic content but choose not to intervene. Active bystanders in the online information environment are users who intervene when they witness problematic content (e.g., abuse or disinformation). In the context of misinformation, an intervention could be to directly respond to a message, or it could involve reporting a user to the social media platform. It may also involve forwarding content to a third party (e.g., a public health body, a fact checker, or the police) or downrating content in order for it to not feature prominently in users’ social media feeds.

Platforms and public bodies have put in measures to make it simpler for internet users to be active bystanders through the use of reporting tools. Community moderation
Community moderators (individuals with administrative control over an online forum) can play an important role in ensuring healthy online discourse. However, there are significant limitations for their role in addressing misinformation content as moderators are faced with the challenge of deciding what is and is not misinformation. These moderators are often untrained volunteers, although in recent years there have been moves to pay moderators and provide formal training. Rules for moderation can be decided by the moderator themselves, or by the community being moderated.

Anti-virals
An emerging trend in the online information environment is a shift away from public discourse to private, more ephemeral, messaging. This creates a challenge for platforms, researchers, and journalists who want to analyse the spread of misinformation as it is highly complex and resource intensive to attempt to study. One solution which has been adopted is to restrict the virality of messages, regardless of whether or not it contains problematic content. This solution has been implemented by WhatsApp with users being unable to easily forward a message which has been through five chat sessions already. This is achieved by tracking how many times a message has been forwarded with the messages remaining encrypted.

---

FIGURE 8

Survey results for the question: In general, how confident, if at all, would you feel challenging a scientific claim made by a friend or family member that you felt was suspicious (ie asking them where they heard this, giving a different side of the debate, telling them it may be incorrect, etc)?

![Survey results chart]

Source: Royal Society / YouGov, July 2021. (n=2,019)

This ‘anti-viral’ approach has been adopted by Twitter for a different challenge – that of misinformation content shared by politicians or other high-profile figures and institutions. Twitter’s approach involves disabling engagement with tweets which contain misleading content (in contravention with Twitter’s policies) from high profile figures or with high engagement. This is part of a wider movement within the company to introduce friction into the platform. Another example is their introduction of a prompt for users to read articles before retweeting them. They claim the prompt led to a third of users (who were about to retweet an article) to read the article first and half of users decided to cancel their retweets.


Collective intelligence

The open nature of the internet reduces the barriers to ‘collective intelligence’, or the enhanced insights gained from people working together. Examples of collective intelligence in the online information environment include Wikipedia (multiple editors refining encyclopaedic articles), Waze (drivers reporting potholes, traffic light cameras, hazards etc.), and Quora (with users collaborating on question and answers). This can be a particularly useful tool against misinformation content and is akin to the principle of academic peer review, with outputs being evaluated by others.

On Wikipedia, volunteers work together to edit and verify each other’s articles with the most controversial topics being the most heavily scrutinised (with thousands of editors). On social media platforms (eg Facebook, Twitter, TikTok), users are able to report problematic content to the company so that they can be addressed. Building on this, Twitter has announced plans to introduce an initiative called ‘Birdwatch’ in which users are able to write notes and provide context to tweets which they consider to be misleading. This use of collective intelligence can reduce the reliance of platforms on paid content moderators and automated detection systems.

Traditional institutions have also been making use of collective intelligence techniques. An example of this is the Trusted News Initiative (TNI) led by the public service broadcaster, the BBC. The TNI operates an early warning system of rapid alerts in which partners warn each other about the spread of disinformation content. Partners in the TNI include media outlets such as the AFP, CBC, and the Financial Times and technology companies such as Google, Facebook, Microsoft, and Twitter.

Chapter four
Trustworthy institutions
Trustworthy institutions

Institutions have a key role to play in ensuring the production, maintenance and communication of good quality scientific information.

Scientific enquiry is a complex endeavor that depends on the collaboration of many people with a wide variety of specialisms and expertise. Institutions (including universities, publishers, archives and learned societies) are essential in facilitating and enabling this collaboration. These institutions provide guarantees as to the quality of research they process, enabling others to trust in and build upon that work. They also supply the expertise necessary to preserve and curate the outputs of research, such as data sets, experimental results, and papers.

Beyond the system of scientific research, the summarisation and accurate communication of complex topic areas requires trustworthy actors skilled in conveying technical and scientific information in accessible ways. While misinformation about science is not a new phenomenon, the increasing visibility of such misinformation to a broad online audience, and the ability of misinformation actors to connect and reinforce each other, means that there is a need for actors that can be trusted to have a visible presence.

Trust can only be earned through trustworthy behavior. Drawing on the work of Onora O’Neill, institutions which are trustworthy are those that demonstrate they are reliable, competent and honest. Simply being trustworthy is not sufficient, institutions must also demonstrate and communicate their trustworthiness in order to earn trust.

Institutions which consistently act in such a way are likely to find that people place their trust in them. It is important to note that, for many people, trust in establishment institutions may have been damaged over time due to negative individual and collective experiences with them.

This distinction between trust and trustworthiness is especially important with regards to science. Science describes a set of methods that deal with investigating uncertainty and comprises a dynamic set of processes, not a static body of knowledge. The body of scientific knowledge changes over time.

Trustworthiness is domain specific. Institutions develop reliability over time to particular fields, and develop appropriate expertise to those fields. Institutions that are trustworthy with regards to a particular branch of science, or any other field of knowledge, may not be able to adequately replicate those in other fields.

Digital technologies pose novel challenges for trustworthy institutions. They offer many opportunities in terms of connecting, synthesising and communicating scientific information. At the same time, while many of the fundamental issues pertaining to misinformation have long histories, the ways that the internet has changed how information is shared, edited and compiled poses new challenges in how trustworthiness is communicated.


Decontextualisation
Traditionally, an important technique for assessing the quality of information has been to evaluate the information’s provenance and sources. Regulation has often supported this, as in the cases of publishing, or broadcasting, or print advertising, where an imprint is required, and there may be penalties for false or defamatory content. The nature of online information sharing means that such stamps of authority (and such potential consequences) are often absent, and content shared without credentials and without risk. Even where they do exist, content is frequently excerpted or edited in such a way that the details of authorship, or the endorsement of trustworthy institutions, is lost or mischaracterised in the process.

Strategies for addressing the damage decontextualisation causes can take the form of preserving and emphasising provenance, such as through the use of provenance enhancing technologies such as blockchain to create an immutable paper trail of changes, or the promotion on online platforms of content produced by trustworthy institutions, as has been used to boost public health messaging during the COVID-19 pandemic. Alternatively, strategies can be pursued that improve the ability of people interpret non-provenance-based markers of authority, such as the quality and transparency of data-handling.

Changing and tracking what institutions say
The challenges of communicating inherently dynamic and uncertain scientific topics are compounded by the changeable nature of online material. Much material on the internet is ephemeral, being rapidly uploaded, consumed and discarded. Web pages are regularly edited and updated. Preserving a trail of what different websites, individuals or institutions have said, and how that has changed over time, is an important component of assessing and communicating trustworthiness. However, current attempts to capture the archival data to track this are limited by lack of supporting legislation, addressed in more detail below.

Quantity of information
While no exact figures are available, the number of peer-reviewed scientific journals in the world has been estimated to be approximately 30,000. An estimated 2.5 million scientific papers are published every year, and the number of publishing scientists was estimated in 2018 to be growing by 4 – 5% a year over the previous decade. The COVID-19 pandemic has exacerbated this trend, with Nature estimating over 100,000 articles published on the pandemic in 2020 alone, not including the extensive use of non-reviewed pre-print articles made available. One of the largest science publishers saw an increase of 58% in submissions in the same year.

While there are obvious benefits to an increase in the amount of scientific research being made available, the sheer quantity of work poses its own challenges. It becomes increasingly difficult for any one researcher to keep track of all the updates in their own specialism, let alone those in adjacent fields.

---

349. See Chapter Three: Techniques for countering misinformation.
353. Ibid.
The quality of research varies and it can be challenging to take time to evaluate the quality of such a variety of publications. Participants at workshops hosted at the Royal Society have remarked on both the rarity and value of cross-disciplinary approaches to scientific misinformation in different fields.

This creates a demand for hallmarks of trustworthiness and institutions that can help navigate such a broad space. It also increases the importance for authoritative and trustworthy syntheses of evidence, such as those offered by the Cochrane reports in the field of medical science designed to keep practitioners up-to-date with theoretical developments in their field. It also opens up the possibility for advanced data-scraping approaches that can rapidly and accurately collate relevant information from large data sets.

**Hallmarks of trustworthiness**

*What do reliability, competence and honesty look like in practice?*

The UK Statistics Authority has formally recognised the importance of trustworthy institutions in its Code of Practice for Statistics, designed to build public confidence in statistics produced by government. The trustworthiness of the people and institutions that handle statistics is the first of three pillars, the others being quality of data and methodology, and demonstrable social value. The Code offers a useful example of the practical operationalisation of principles of trustworthiness. It does this through creating expectations for statistics-handling organisations to demonstrate impartiality, transparent decision making, and appropriate skills and governance capabilities.

Within the scientific system, open science seeks to utilise transparency in a similar way to produce high quality science, guarantee competency, and improve communication. Open science makes scientific papers readily accessible to all audiences, while also offering transparency of the underlying data, and enabling a broader array of reviewer comments on papers. As well as offering transparency, open science approaches give greater scope for the production of replication and null result experiments, which are important parts of the scientific process in reinforcing existing knowledge.

A key part of transparency contributing to trustworthiness is being clear about the objectives being pursued. Science researchers and communicators can act as simple informers trying to accurately represent the current state of knowledge and uncertainty in their particular field, or as persuaders trying to actively effect a change in an audience’s thought or behaviour (which could include fellow researchers). While both are valid, it is important to distinguish between them. Suspicion that actor motivation is being hidden is often cited as a leading reason for an actor losing trust.

---


The importance of curatorship
The scientific system depends on accurate stores of data and information that are accessible for others to use for research. Maintenance of such stores requires skilled curatorship – trusted libraries and archives are important institutions in this regard. Libraries are also important locations for the teaching of media and information literacy skills, especially for the adult population. However, while libraries and archives have started to adapt to the proliferation of online information, their ability to do this is heavily circumscribed by lack of up-to-date legislation.

Although organisations such as the British Library began collecting and archiving websites around 15 years ago, in 2013 the UK Government introduced new regulations that required digital publications to be systematically preserved as part of something known as legal deposit. Legal deposit has existed in English law since 1662 and obliges publishers to place at least one copy of everything they publish in the UK and Ireland – from books to music and maps – at a designated library.

Since it was extended to include digital media, the six designated legal deposit libraries in the UK have accumulated around 700 terabytes of archived web data as part of the UK Web Archive, growing by around 70 terabytes every year. The libraries automatically collect – or crawl – UK websites at least once a year to gather a snapshot of what they contain, while some important websites such as news sites are collected daily. They also collect ebooks, electronic journals, videos, pdfs and social media posts – almost everything that is available in a digital format.

Access to this material is extremely limited. Due to the current legislative framework, historic pages for only around 19,000 or so websites (out of an estimated 4 million) can be accessed through the Web Archive’s online portal. These are sites where their creators have given explicit permission to allow open access to their content, but contacting every UK website in this way is almost impossible. For the rest, even though access is permitted and the material is held digitally, researchers must travel to one of nine named sites in person. These sites are inefficiently distributed around the country, with only one access point in England outside of the London-Cambridge-Oxford triangle. The framework also permits only one researcher to use a piece of material at any one time, an arbitrary limitation when it comes to digital access.

This framework for access is now out-of-date to how people access and use data, and severely limits the value that trustworthy libraries and archives are able to offer. Opening up the Web Archive would allow it to be mined at scale for high quality information using modern text analysis methods, helping address the challenges posed by the sheer quantity of material. It would enable researchers, businesses, journalists and anyone else with an interest to uncover trends or information hidden in web pages from the past.

The frameworks governing electronic legal deposit need to be reviewed and reformed to allow wider access. Part of such review will involve considering the data held in these legal deposits and available on-site that remains commercially valuable, such as newspaper archives. Rather than act as a barrier to access, systems such as micropayments – like those to authors of books borrowed from libraries already – could be applied to material held in commercial archives.

CHAPTER FOUR

Water fluoridation misinformation.

Following trials and studies throughout the 1940s and 1950s which found that adding fluoride to drinking water could reduce the incidence of tooth decay, a nationwide debate was ignited in the UK surrounding the merits of its introduction\textsuperscript{359}. The UK Government’s report on the efficacy of fluoridation\textsuperscript{360}, published in 1962, was intended to rebut rumours about the dangers of fluoride which had been circulating through local communities in the 1950s and early 1960s, however debates on the topic have continued to the present day.

During the peak of conversation in the mid-to-late 1960s, newspapers were filled with letters about fluoride and numerous pamphlets were published by the National Pure Water Association\textsuperscript{361} (established by a member of the House of Lords to campaign against water fluoridation). The primary concern was that sodium fluoride (the form added to water) was poisonous. Throughout the first half of the 20th century, sodium fluoride was known as an insecticide and household poison used to kill rats and other types of vermin\textsuperscript{362}. There had also been national news stories about livestock fluoride poisoning in Scotland\textsuperscript{363}. The combination of these stories, in addition to the presence of fluoride in the ‘Piltdown Man’ being central to debunking a fraudulent claim of a fossilised human\textsuperscript{364} (demonstrating that fluorides accumulate in human bones), contributed to hesitation towards its addition to drinking water.

Similar to contemporary examples of scientific misinformation, anti-fluoridation concerns were rooted more in doubt than testable hypotheses which could be debunked with proof. Furthermore, from the mid-1960s, concerns in anti-fluoridation literature began shifting away from scientific arguments, towards protests of authoritarianism and mass-medication\textsuperscript{365}. The National Pure Water Association played a significant role in funding the composition and distribution of literature against fluoridation, which took the form of leaflets and pamphlets handed to people in the streets or sent to local councillors. Beyond literature, misinformation about fluoride was spread through meetings (advertised in newspapers) and through at least one film on the topic\textsuperscript{366}.

\begin{itemize}
\item \textsuperscript{359} Sleigh C. 2021 Fluoridation of drinking water in the UK: A case study of misinformation before social media. The Royal Society. See https://royalsociety.org/topics-policy/projects/online-information-environment
\item \textsuperscript{360} Ministry of Health. 1962 The conduct of the fluoridation studies in the United Kingdom and the results achieved after five years. London, UK.
\item \textsuperscript{362} Sleigh C. 2021 Fluoridation of drinking water in the UK: A case study of misinformation before social media. The Royal Society. See https://royalsociety.org/topics-policy/projects/online-information-environment
\item \textsuperscript{363} Ibid.
\item \textsuperscript{364} De Groote \textit{et al.} 2016 New genetic and morphological evidence suggests a single hoaxer created ‘Piltdown Man’. Royal Society Open Science. 3. (https://doi.org/10.1098/rsos.160328).
\item \textsuperscript{365} Sleigh C. 2021 Fluoridation of drinking water in the UK: A case study of misinformation before social media. The Royal Society. See https://royalsociety.org/topics-policy/projects/online-information-environment
\item \textsuperscript{366} Ibid.
\end{itemize}
The British Housewives’ League were also active in campaigning against fluoridation, citing concerns about government intervention in food production and the effects they believed fluoride may have on foetuses in the womb\textsuperscript{367,368}.

In 1967, 110 out of the 203 local health authorities in England and Wales had decided in favour of fluoridating water supplies, and 73 against. By 1969 however, due to the strength of objection, the only councils to do so were Birmingham and Watford\textsuperscript{369}. At present, the NHS estimate around 5.8 million people in England receive fluoridated water\textsuperscript{370}. In September 2021, the Chief Medical Officers of England, Northern Ireland, Scotland, and Wales jointly recommended the fluoridation of drinking water in the UK\textsuperscript{371}. This recommendation is supported by the UK Government, who intend to make it simpler to expand fluoridation schemes\textsuperscript{372}.

Various online campaigns countering the implementation of water fluoridation schemes and challenging scientific consensus about its safety actively produce and disseminate content on both major and fringe platforms. The Facebook page ‘Moms Against Fluoridation’ has 135,000 followers and anti-fluoride videos on YouTube have amounted hundreds of thousands of views. Numerous anti-fluoride videos are also present on fringe online platforms such as BrandNewTube, Bitchute, and Odysee.

---


\textsuperscript{368}. Sleigh C. 2021 Fluoridation of drinking water in the UK: A case study of misinformation before social media. The Royal Society. See https://royalsociety.org/topics-policy/projects/online-information-environment
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Chapter five
The future landscape
The future landscape

We expect to witness a variety of emerging trends over the coming decade which will positively and negatively affect the online information environment. These include a closing in of the online world towards more private and paid communications, higher and more literate access to the internet, a splintered version of the internet, and an increased focus on climate inactivism.

**Proliferation of paywalls**

In response to falling revenues, several 'legacy' media outlets have adopted paywalls (a mechanism which requires internet users to pay a subscription fee to read content on news websites)\(^\text{373}\). It is a trend which has also been adopted by individual journalists and 'new media' outlets using paid membership platforms such as Patreon and Substack\(^\text{374}\).

On these platforms, online news consumers are commodified with paid supporters or subscribers receiving exclusive content\(^\text{375}\).

If this trend continues to grow, we may see a strengthening of both legacy and new media outlets with a reduced reliance on pay-per-click advertising revenue. This reduced reliance would likely to lead to journalists focusing more on the quality of content instead of quantity\(^\text{376}\) of engagement.

However, the inelastic global demand for free online news content\(^\text{377}\) presents a challenge for a healthy online information environment. The migration of trained journalists and established media outlets to paywalled content leaves a vacuum for potentially lower quality and less robust media outlets to fill. This two-tiered, fragmented system of online news consumption is likely to further complicate efforts to minimise the consumption of misinformation content in future. This should, therefore, further underline the necessity to support public service media. In the UK, outlets such as the BBC, Channel 4, and the ITV regions play a vital role in providing freely available, high-quality, news for those who wish to find it.

**Rise of encrypted and ephemeral messaging**

A continued growth in ephemeral, story-based, content creation will reduce accessibility and visibility for researchers wishing to study the online information environment. Coupled with an increased consumer awareness around online privacy\(^\text{378}\), we are likely to witness a reduction in the amount of data available for analysis by researchers. This is likely to weaken our collective understanding of online information consumption as well as the ability of platforms and regulators to counter the sharing of misinformation content.

---


CHAPTER FIVE

Influence longevity
Unique to the online information environment, influencers can retain their reach and platform over a prolonged, if not permanent, basis. Prior to the emergence of the online information environment, the influence of scientists and other experts would be limited to their specific field, with their voices platformed by invitation. In the online information environment, experts can generate significant reach (via online followers or subscribers) at specific moments yet retain it permanently.

During the COVID-19 pandemic, several epidemiologists have effectively become social media influencers, gaining tens of thousands of followers online. Following the end of the pandemic, these influencers will retain their platform and reach to share content about epidemiology or opinions about other subjects which they may lack expertise in. It is not yet clear what the long-term implications of this phenomenon will be, which could be positive or negative dependent on the behaviours of the individual experts.

Increasing attention on the role of audio and visual misinformation content
The increasing popularity of podcasts and online video for news and opinion presents novel challenges for researchers and regulators interested in the spread of misinformation content. Examples of discredited scientific theories being broadcast in these arenas include the promotion of race science on popular podcasts, and climate denialism on YouTube. Following the popularity of audio social media platform, Clubhouse (a platform involving users speaking audibly in chatrooms), and the introduction of audio features to established social media platforms, online discourse may increasingly shift away from being text to audio.

Recent announcements by Facebook that they will be focusing efforts on building a virtual and augmented reality platform called the ‘Metaverse’ is likely to also contribute to an increased need to focus on audio and visual misinformation content.


This presents significant challenges for research and content moderation, particularly for live audio and video content, as audiovisual content is more complex to codify and analyse. Furthermore, rapid developments in audio and video deepfakes may lead to more convincing misinformation content and undermine faith in genuine content. Survey experiments commissioned for this report (see Box 2) suggest that most people struggle to identify a deepfake video, even when prompted.

**Immature and under-resourced social media platforms**

The rapid rise of competitors to established social media platforms (e.g., Facebook) presents a challenge of maturity and capability for emerging platforms to address misinformation content. As raised in the Society’s roundtable with major technology organisations, emerging (yet popular) social media platforms will be expected to handle similar quantities of misinformation content without the benefit of having years of data to train their employees or their automated detection systems. An example is the video-sharing platform, TikTok, which launched in 2016 and has since been downloaded 3 billion times. It is the first application not owned by Facebook to reach this milestone.

This challenge of immaturity, however, applies to all new social media platforms – those with thousands of users as well as those with millions (or billions). Furthermore, not all emerging social media platforms will be able to generate sufficient levels of financial resource to be able to employ human content moderators or to train automated detection systems. Should this occur, we may see a cycle of misinformation discourse in which the same problems continue to re-emerge but on new platforms.


Survey on people’s capacity for deepfake detection.

To gain insights on the public’s ability to detect deepfake video content, we commissioned a survey experiment using short clips from publicly available videos of the actor Tom Cruise. This included a deepfake video of the actor published on TikTok in February 2021. The video is considered to be of the highest quality published online and was created by VFX artist, Chris Ume, to demonstrate the technical possibilities involved with AI-generated video content. Other videos used in the survey were a mixture of promotional content and media interviews with Cruise.

Two experiments were conducted with a representative sample of UK-based respondents (n=1,093). The first experiment focused on people’s capacity to detect a deepfake in a natural setting. In other words, do people spot something amiss when they encounter a deepfake without a content warning? Participants in this experiment were randomised into either control or treatment, with the latter watching the deepfake alongside four authentic videos and the former simply watching five authentic videos. In the second experiment, participants were forewarned that at least one of the videos they would see is a deepfake. They were then asked to select the clip(s) they believe to be the deepfake and to say whether they found the choice obvious.

The first experiment found that in a natural digital setting, without a content warning, people are no more likely to notice something out of the ordinary when they view a deepfake video than when they view normal, authentic videos. In the second experiment, the content warning increased the detection rate of the deepfake from 11% to 22%. Though this represents a significant improvement, the vast majority of participants were still unable to select the deepfake.

The implications of these results are twofold. First, without content warnings, it appears that people are neither alert to the presence of deepfakes nor able to tell them apart from authentic videos. Second, while content warnings may increase the deepfake detection rate, the vast majority of people still struggle to detect them.

---

Increasing state-sponsored weaponisation of disinformation

The idea of the online information environment as an arena for inter-state warfare has been widely accepted as a reality and is considered to be a significant threat by the United Kingdom’s intelligence services. The more invested and skilled state actors become at online disinformation campaigns, the more challenging the online information environment will become. These military-grade disinformation campaigns benefit from state funding and continue to affect democratic institutions and private companies.

As state-sponsored disinformation matures and becomes more sophisticated, it is likely that current mitigations (e.g., active bystanders, automated detection) will become less effective. Being continuously aware of the changing nature of this threat will be essential as will a focus on building up the defences of citizens. As recommended in GCHQ’s 2020 report on artificial intelligence, this may include investing in mechanisms for detecting deepfakes, blocking botnets, and identifying sources of disinformation.

Better digital and information literacy

The digital literacy of the global population should improve over time as more and more users gain access to the internet and become accustomed to its nature. Digital literacy — defined by the American Library Association as the ability to use information and communication technologies to find, evaluate, create, and communicate information — can decrease the perceived accuracy of false news content and should be considered as an essential skill for citizens of all ages.

The UK Government’s Online Media Literacy Strategy is designed to meet this need. Its successful implementation — coupled with Ofcom’s focus on this — has the potential to result in a more resilient population and could lessen the impact of misinformation content. However, it is important for this strategy to consider all people, of all ages, and be regularly reviewed as the nature of the online information environment evolves over time.

---


Increased internet access
The target for global internet access, set by the International Telecommunications Union (ITU) and UNESCO, is for penetration to reach 75% by 2025. The ITU’s current estimate for global penetration is 53%. This rise, if achieved, is likely to increase the amount of misinformation content on the internet. This could arise through an expansion of new media outlets with weak standards or through an increase in disinformation actors. This global outlook is vital, as harmful misinformation content can be exported from one nation’s citizens to another’s. For example, the COVID-19 pandemic has seen viral online conspiracy theories originate from individuals across the world including the US, Canada, China, Russia, France, and Iran.

Furthermore, collective intelligence – covered earlier as a tool for combating misinformation – can also be applied by malicious actors. For example, the increased quality of deepfakes is, in part, due to creators sharing techniques and guides on mainstream platforms such as GitHub or on niche, dedicated blogs. As more people gain internet access, the collective intelligence capabilities for misinformation content production is likely to advance.

New internet protocols
Competing ideas for how the infrastructure of the internet should operate could limit the ability of platforms and policymakers to shape the online information environment in future. These discussions, which take place amongst global entities such as the International Telecommunications Union, the Internet Governance Forum (both of which are UN bodies), and the Internet Engineering Task Force, are centred on the internet’s protocols. These protocols are the rules which dictate how information is transmitted between two or more entities. The nature of these protocols is heavily influenced by governments and major technology companies.

Currently, the majority of internet traffic is underpinned by the Transmission Control Protocol and the Internet Protocol (TCP/IP) which originated in the 1970s. These protocols ensure that data is sent to the correct recipient and ‘understood’ upon receipt. Furthermore, they embed an ‘end-to-end’ principle with the packaging and processing of data happening at each end of the network (the sender and the recipient). In theory, attempts to exert control over how data is transmitted over the internet is difficult to achieve as its nature is highly decentralised. In practice, governments, technology companies, and internet service providers have developed other mechanisms for filtering content and blocking access.
Proposals for new protocols, being developed by governments\textsuperscript{410, 411} and other organisations\textsuperscript{412} could lead to different versions of the internet, a phenomenon which has been referred to as the ‘splinternet’\textsuperscript{413}. In these versions, the state’s capacity to intervene with the transmission of information over the internet is either enhanced (greater visibility and control) or reduced (less visibility and control). Should the splinternet become a reality, global cooperation on maintaining the health of the online information environment will be hindered and further complicated. Internet users’ access to high quality, accurate scientific information may be cut off and researchers’ understanding of how misinformation content is disseminating online may be limited.

**Hype and sensationalism**

As the forces of the attention economy continue to govern the online information environment, it is important to recognise that the production and consumption of scientific articles will continue to be affected. One side-effect of this is a phenomenon known as ‘sensationalism’ or ‘hype’ in which the potential benefits or risks from a scientific development are exaggerated\textsuperscript{414}. Accusations of this practice have been levelled at climate change activists\textsuperscript{415}, investors in artificial intelligence\textsuperscript{416}, and stem cell therapies\textsuperscript{417}.

Not to be confused with scientific misconduct (the fabrication, falsification, or misrepresentation of results\textsuperscript{418}), hype in science involves exaggerating the pros or cons of a particular development.

\textsuperscript{410} Gross A, Murgia M. 2020 China and Huawei proposed reinvention of the internet. Financial Times. 27 March 2020. See https://www.ft.com/content/c78be2cf-a1a1-40b1-8ab7-904d7095e0f2 (accessed 4 November 2021).


The inherent dangers involved with issues like climate change coupled with the greater virality of ‘fear-arousing sensationalism’ in the online information environment means it should not be surprising to see more hype and sensationalism in scientific conversations in future.

Advocates for the use of hype, argue that it can advance interest in a particular topic, attract funding for further research, and provoke action. However, it comes with the risk of undermining trust in science if expectations are not met.

Resistant to the fluoridation of drinking water

The fluoridation of drinking water is likely to become significantly affected by the spread of online misinformation in the short to medium term. The topic shares many of the characteristics associated with misinformation about vaccines or 5G. These include i) a push from government for widespread implementation, ii) historic fears over its effects on children, and iii) criticism from seemingly credible voices.

There are, already, numerous active online anti-fluoride campaign groups. On Facebook, there are many accounts focused on the topic. These include Moms Against Fluoridation (135,000 followers), the Fluoride Action Network (85,000 followers), and The Girl Against Fluoride (23,000 followers). On YouTube, a number of anti-fluoride videos have gained hundreds of thousands of views. Anti-fluoride views have also been promoted on major platforms by celebrities including the renown podcast host, Joe Rogan, and the political commentator, Bill Maher.

---


427. The ‘fluoridealert’ channel has 13m cumulative views, including two individual videos with over 300,000 views each.


With the UK Government announcing plans to simplify the expansion of water fluoridation\textsuperscript{430} and with decisions being made by local authorities, we expect to see a growth in online campaigns which seek to challenge established science on the matter and resist moves to approve its implementation.

**Promotion of climate inactivism**
Climate change denialism has been one of the most prominent examples of scientific misinformation, and one that many online platforms have put in place policies to address, as discussed earlier.

The basic science of human-caused climate change is widely accepted with UK society\textsuperscript{431}. While not to be taken for granted, action on climate change is perceived as socially desirable, and there exists a broad political consensus on the need to intervene to achieve net-zero. In this context, there is a significant risk in directly addressing the extreme fringe of climate deniers. Given public concern, conferring legitimacy or using resources by engaging such people may be counterproductive\textsuperscript{432}.

The more serious area to consider misinformation is not the debate over the basic science, but rather how that science is now acted upon. Misinformation that targets the implementation of mitigation or adaptation measures have received less focus, but are of increasing concern given the significant financial and commercial implications associated with these measures. Pre-emptive attention and resources should be given to understanding the drivers of disinformation challenging the operationalisation of climate change mitigation measures.

Further research on the economics of climate misinformation will be important to help develop a more detailed understanding of the material incentives for the most active producers of misinformation content.

\footnotesize{430. Badshah N. 2021 Fluoride will be added to UK drinking water to cut tooth decay. The Guardian. 23 September 2021. See https://www.theguardian.com/society/2021/sep/23/fluoride-will-be-added-to-uk-drinking-water-to-cut-tooth-decay (accessed 4 November 2021).}


\footnotesize{432. Royal Society workshop on Climate Change and Misinformation, July 2020.}
Conclusion
Conclusion

The online information environment remains a relatively young innovation still in its formative years, but already has important consequences for how people engage with and use scientific information. Its role, so far, in democratising access to knowledge and transforming the way people produce content has been both a source of great excitement and great concern amongst policymakers. Seamless mechanisms for sharing, collaboration, and scrutiny have had major benefits for society’s collective understanding of scientific topics. However, the risk of people acting on misinformation content, causing harm to themselves or others, is a genuine concern which needs to be proactively mitigated across society.

As the online information environment matures, it is essential that people are provided with easy access to good quality information and are made resilient against future attempts to misinform them. As this report highlights, the challenges of scientific misinformation are unlikely to disappear and will continue to evolve. Misinformation about climate change is shifting from denialism towards inactivism and historic debates about water fluoridation appear to be re-emerging. Content manipulation is likely to become more, not less, sophisticated. Online discourse will become increasingly private and harder to analyse. New social media competitors will rapidly arise with little to no experience in addressing harmful content. These challenges will require building resilience within platforms and the people who use them. This concept of ‘building resilience’ underpins the recommendations of this report, focusing more on proactive steps rather than after-the-event interventions.

Furthermore, as the nature of science is a process of learning and discovery, established consensus can sometimes change over time. Science operates on the ‘edge of error’, and a key facet of science is its ability to self-correct as new evidence is established. Clearly and carefully communicating scientific uncertainties, new developments, and the grounds for any change in scientific consensus is critical. To do so effectively, institutions will need to consider how they can best compete in the online attention economy whilst at the same time generating trust across society.

The analysis, insights, and recommendations within this report are all geared towards achieving this goal, ensuring that we retain the best qualities of the internet, and understanding how the environment will continue to evolve. The guiding objective for policymakers should be to build the capacity for individuals to make well-informed decisions, regardless of how the landscape and nature of the online information environment changes over time.
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Survey methodologies
Survey on people’s capacity to detect deepfake video content
The Royal Society worked with Andrew Lewis from the Nuffield Centre for Experimental Social Sciences (CESS), based at the University of Oxford, to design survey experiments to test people’s capacity to detect deepfake video content. Data analysis was undertaken by Patrick Vu from Brown University. The survey used publicly available clips of the American actor, Tom Cruise and was approved by the CESS Ethics Committee.

A representative sample of UK participants (n=1,093) were recruited using the sample provider, Lucid. Once redirected to the Qualtrics-based survey, they were randomised into either control or treatment. In order to assure data quality, participants in both conditions were subjected to an attention check, on the basis of which inattentive participants are screened from the sample. This was done in line with research showing a rise in inattentive users on online survey platforms and the need to include attention screens to obtain high-quality responses. After passing the check, participants then watched a video of Cruise being interviewed to help familiarise them with the actors’ face, voice, and mannerisms.

Two experiments were conducted. In Experiment 1, participants in the treatment condition viewed a series of five short videos of Cruise including the deepfake, with the order of presentation randomised (ie some participants viewed the deepfake first, some last, and so on). In the control condition, participants simply viewed five genuine videos of Cruise. All participants then answered a series of questions about their perceptions of the videos they’ve watched, including the outcome question of interest: “Did anything about these videos strike you as being out of the ordinary?”

Experiment 2 employed a similar design to the first, however in this condition participants were informed that one of the five videos they are to watch is a manipulated deepfake. After viewing the videos, participants were asked to identify the video they believe to be fake and given the chance to provide a brief explanation of how they reached their conclusion. The binary of detecting or not detecting the correct video was the outcome of interest, so there was no need for a control / treatment condition in this design and instead all participants in experiment 2 followed the same protocol.

The combination of these two designs allowed us to compare the public’s capacity for detecting manipulated content in either a natural digital environment (experiment 1), or a digital environment that heightens individuals’ awareness of potentially fake content (experiment 2). The latter also more directly addressed the question of detection per se, given participants were specifically looking for the manipulated video.
Royal Society / YouGov survey
The Royal Society worked with YouGov to design a survey exploring the public’s behaviour towards scientific information online and the prevalence of beliefs in scientific ‘misinformation’. The survey was conducted using an online interview administered to members of the YouGov Plc UK panel of 800,000+ individuals who have agreed to take part in surveys. Emails were sent to panellists selected at random from the base sample. The e-mail invited them to take part in a survey and provided a generic survey link. Once a panel member clicked on the link they were sent to the survey that they are most required for, according to the sample definition and quotas. (The sample definition could be “GB adult population” or a subset such as “GB adult females”).

Invitations to surveys don’t expire and respondents can be sent to any available survey. The responding sample is weighted to the profile of the sample definition to provide a representative reporting sample. The profile is normally derived from census data or, if not available from the census, from industry accepted data.
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